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This paper, which is the first of three, is concerned with the general properties of the noncompact 
group SU(2, 2), the Lie algebra of which is isomorphic to the Dirac algebra. In the course of our study 
of the unitary representations, we first obtained all the finite dimensional irreducible representations. 
The associated Young diagrams are shown to have simple properties; the degenerate Young diagrams 
always denote degenerate representations. Through a theorem of Harish--Chandra, which relates the 
finite representations to the unitary representations in the discrete series, we are able to obtain explicitly 
all the unitary infinite-dimensional irreducible representations in this series, both degenerate and non­
degenerate. The notion of multiplicity for nondegenerate representations is introduced and discussed in 
connection with a new operator Fa, which is required for a complete labeling of states. 

I. INTRODUCTION 

DECENTLY there has been much activity in the 
.fi. area of noncompact groups.l The motivation for 
such studies among physicists is the attempt to 
understand the hadron spectrum and its interactions. 
The two groups that have received the most attention 
are SL(6, c) and SU(6, 6),2 since they can be regarded 
as "relativistic versions" of SU(6), which has a certain 
amount of success. Therefore, the primary task in the 
study of these noncompact groups is the under­
standing and classification of unitary irreducible 
representations which are all infinite dimensional. 

1 See for instance, Proceedings of the Conference on Non-Compact 
Groups in Particle Physics, Y. Chow, Ed. (Milwaukee, May 1966) 
(W. A. Benjamin, Inc., New York, 1966), Proceedings of the Confer­
ence on High-Energy Physics and Elementary Particles (Trieste, May, 
1965); (International Atomic Energy Agency, Vienna, 1965); Y. 
Dothan, M. Gell-Mann and Y. Neeman, Phys. Letters 17, 148 
(l!165). 

'C. Fronsdal, ICTP, Trieste, preprint IC/66/51 (1966); W. Ruhl, 
Nuovo Cimento 44, 572 (1966); A. Salam and J. Strathdee,ICTP, 
Trieste, preprint IC/66/5 (1966). 

This is a very ambitious and complicated program, 
and no complete answer is yet in sight. 

In this paper, we plan to study the much simpler 
group SU(2,2), the noncompact version of SU(4). 
This group appears in the decomposition of 

SU(6, 6) :::> SU(3) x SU(2, 2), 

and its Lie algebra is isomorphic to the Dirac algebra 
of 15y matrices. Furthermore, this group contains two 
important subgroups, 0(3, I), the homogeneous 
Lorentz group, and SU{l, 1), the noncompact 
version of SU(2), which are the first two noncompact 
groups studied exhaustively by Bargmann3 and by 
Gel'fand and Naimark.' Since SU(2, 2) is also the 
covering group of 0(4,2), the conformal group in six 
dimensions, it contains the two deSitter groups 

3 V. Bargmann, Ann. Math. 48, 568 (1947). 
'I. M. Gel'fand and M. A. Naimark, Izv. Akad. Nauk SSSR, 

Ser. Matern. 11,411 (1947); M. A. Naimark, Linear Representations 
of the Lorentz Group (Pergamon Press, Inc., New York, 1964). 
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0(4, 1) and 0(3,2) as subgroups. Therefore, we see 
that the group SU(2, 2) has a very rich structure, 
and a knowledge of its unitary irreducible repre­
sentations is highly desirable. 

Several years ago Murai made the first study of the 
representations of this groUp.6 Unfortunately, he 
omitted one operator in the specification of states 
within an irreducible representation. Consequently, 
he was able to study only the so-called degenerate 
unitary irreducible representations; the nondegenerate 
representations were completely ignored. Furthermore, 
even for degenerate representations, Murai did not 
obtain all the unitary irreducible representations. 
Subsequent workers on this subject seem to realize 
some of Murai's inadequacies, but no clear statement 
on this deficiency was made. Esteve and Sona6 

applying Graev's general theorem? obtained the three 
fundamental series of unitary irreducible repre­
sentations; the discrete series were, however, not 
studied. Furthermore, the "physical content" was not 
given, i.e., the decomposition into unitary irreducible 
representations of the maximal compact subgroup. 
Within the past year, several papers have appeared 
dealing with the representations of SU(2, 2).8 Un­
fortunately, because of the complications involved, 
these authors all limited themselves to special cases. 
There is some overlap between these new results and 
Murai's work, but to what extent is not very clear. 

In the present paper, we start by studying the 
structure of the Lie algebra of SU(2, 2), Sec. II, in 
which the generators of the group are defined, 
commutation relations are written down, and the 
maximal compact subgroup is introduced. Section III 
deals with the complete set of commuting operators; 
it is seen that besides the three Casimir operators of 
SU(2, 2), we need a fourth operator, called Fa, and 
the five operators of the maximal compact subgroup 
SU(2) x SU(2) x U(l) to uniquely specify a state 
within an irreducible representation. The omission of 
Fa leads directly to the consideration of degenerate 
representations only. In this connection, the important 
idea of multiplicity is introduced; this is the number 
of times an irreducible representation of the maximal 
compact subgroup appears in an irreducible repre­
sentation of SU(2, 2). For degenerate representations, 
all multiplicities are zero or one, while for non­
degenerate representations, some of the multiplicities 

& Y. Murai, Progr. Theoret. Phys. (Kyoto) 9, 147 (1953). 
• A. Esteve and P. G. Sona, Nuovo Cim~nto 31, 473 (1964). 
7 M.l. Graev, Tr. Mosk. Math. Obs. 7, 335 (1958); M.l. Graev, 

Dokl. Akad. Nauk SSSR 98,517 (1954). 
8 A. Kihlberg, V.F. Muller, and F. Halbwachs, Commun. Math. 

Phys. (Germany) 3, 194 (1966); R. Raczka and 1. Fischer, ICTP 
(1966), preprints IC/66/16, IC/66/36; I. T. Todorov, ICTP, Trieste 
(1966) preprint IC/66J71. 

may be greater than one. In Sec. IV, we discuss the 
general expressions for the three Casimir operators 
and Fa, and several recursion relations among the 
"raising" and "lowering" functions are derived. 
Section V deals with the finite irreducible repre­
sentations which are not unitary. However, they play 
an important role in the classification of unitary 
irreducible representations in the discrete series. 
Several interesting results in the classification of 
degenerate and nondegenerate finite representations 
are obtained and they are summarized as theorems in 
this section. Section VI deals with the unitary 
irreducible representations in the discrete series. 
Here a theorem due to Harish-Chandra is used, from 
which we know that for every finite irreducible 
representation, there exist two unitary irreducible 
representations in the discrete series with the same 
values for the Casimir operators. This correspondence 
holds true for both degenerate and nondegenerate 
cases. An explicit enumeration of this correspondence 
is given. 

Due to the lengthiness of this paper, we have 
decided to present our results in three parts. This 
paper consists of Secs. I-VI described above. Paper lID 
will be devoted to a general study of the degenerate 
case, in which we present all the unitary irreducible 
representations belonging to the several discrete and 
continuous series. Paper IIpo will be concerned with 
the much more difficult study of the nondegenerate 
representations in which the operator Fa plays a 
central role. 

The reason we have presented the representations 
of the discrete series in this paper is our feeling that 
this series may be of particular physical interest. 
Harish-Chandra's theorem gives an intimate con­
nection between this series and the finite nonunitary 
irreducible representations; this fact may be of 
special relevance when application to particle physics 
is attempted. Here, we do not engage in any 
speculation of that nature, but restrict ourselves to 
the algebraic aspect of the problem. 

II. STRUCTURE OF THE liE ALGEBRA 

The group SU(2, 2) is defined as the group of 
transformations on a four-dimensional complex 
space leaving invariant the indefinite quadratic form 
IZll2 + IZ21z - IZal2 - IZ,12. The compact version is 
the group SU(4) which leaves invariant the positive 
definite quadratic form IZll2 + IZzl2 + IZal2 + IZ,12. 
Let A~ be the canonical generators of SU(4), 0(, {3 = 

• Tsu Yao, 1. Math. Phys. (to be published). 
10 Tsu Yao, 1. Math. Phys. (to be published). 
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1. 2, 3, 4, then the canonical commutation relations 
are 

[A~, A~] = «5~A! - «5!A~, ex, p, y, «5 = 1,2,3,4. 

(2.1) 

Because of the unimodular condition !!=l A: = 0, 
we have 15 independent generators. 

A. Definition of the Generators of the Group 

Since SU(2, 2) has SU(2) x SU(2) x U(l) as its 
maximal compact subgroup, it is convenient to 
define the generators of SU(2, 2) slightly differently. 
We start with the two SU(2) subgroups, and define 

1+ = A~, 1_ = AL la = !(A~ - A~), (2.2) 

K+ = A:, K_ = AL Ka = !(A~ - A:> .. (2.3) 

Next, we have four noncompact SU{l, 1) subgroups, 

P+ = iA~, P_ = iAL Po = !(A~ - A~), (2.4) 

Q+ = iAL Q_ = iAL Qo = t(A~ - A:>, (2.5) 

S+ = iAL S_ = iA~, So = l(A~ - A:), (2.6) 

T+ = iA~, L= iAL To = t(A~ - A:). (2.7) 

The noncompact character of these subgroups is 
obvious from the definition of their generators, e.g., 
the subgroup whose generators are P + , P _, and Po is 
the group of transformations which leaves invariant 
the quadratic form IZll2 - IZaI2. 

Equations (2.2)-(2.7) give us 18 generators. Since 
there are only 15 independent ones, we have the 
following three relations: 

la - Ka = Po - Qo, 

la + Ka = So - To, 

(2.8) 

(2.9) 

(2.10) 

We have introduced the operator ~ in Eq. (2.10), and 
together with 1±, la, K±, Ka, P ±, Q±, S±, T±, they are 
considered as the 15 generators ofthe group. However, 
for convenience we keep on using Po, Qo, So, and To. 

B. Commutation Relations 

From the canonical commutation relations (2.1), 
we can write ~mmediately all the commutation 
relations which define the Lie algebra of the group: 

[la, 1+] = 1+, [la, Ll = -L, [1+,1_] = 21a; 
(2.11) 

[Ka• Ktl = Kt. [Ka• K_] = -K_. [K+. Ll = 2Ka; 

(2.12) 

[Po.P+l = P+. [Po.p-l = -p_. [P+.p_] = -2Po; 

(2.13) 
[Qo, Q+l = Q+. [Qo. Q-] = -Q-, 

[Q+. Q_] = -2Qo; (2.14) 

[So. S+] = S+. [So. S_] = -S_. 

[S+. S_] = -2So; (2.15) 

[To. T+] = T+. [To. L] = -L. 
[T+. L] = -2To; (2.16) 

[li , K j ] = 0, i,j = +, -,0; (2.17) 

[1+. P+] = 0, [1+, P_] = -L. [1+, Pol = -V+, 

[L.P+] = T+. [L,P_] = 0, [1_, Po] = !L. 

[la, P+] = !P+. [la. P_] = -tP-. [la. Pol = 0; 

(2.18) 

[1+. Q+] = S+. [1+. Q_] = 0, [1+. Qo] = tl+. 

[L, Q+] = 0. [1_. Q_] = -S_. [L. Qol = -V-. 

[la• Q+] = -tQ+. [la. Q-l = tQ-. [la. Qo] = 0; 
(2.19) 

[1+. S+] = 0, [1+. S_l = -Q_. [1+. So] = -V+. 

[1_, S+] = Q+, [L, S_] = 0, [L, So] = V-. 

[la, S+] = !S+. [la. S_] = -ts_, [la. So] = 0; 

(2.20) 

[1+, T+] = P+, [1+. T_] = 0, [1+, Tol = V+. 

[L. T+] = 0, [1_, L] = -P_, [L, To] = -V-, 

[la. T+l = -tT+. [la. Ll = tL. [la. To] = 0; 
(2.21) 

[Kt. P+] = -S+, [K+, P_] = 0, [K+, Po] = tK+. 

[L.P+] = 0, [K_.P_] = S_, [L,Po] = -tL. 

[Ka, P+] = -tP+, [Ka, P-l = tP_, [Ka• Pol = 0; 

(2.22) 

[K+. Q+] = 0. [K+. Q_] = L. [K+. Qo] = -tKt. 

[K_, Q+] = -T+. [K_. Q-l = 0, [K_, Qo] = tK_. 

[Ka• Q+] = tQ+, [Ka, Q-l = -tQ-. [Ka• Qo] = 0; 
(2.23) 

[Kt, S+] = 0, [K+. S_] = P_, [Kt, So] = -tK+, 

[K_. S+] = -P+. [K_, S_] = 0, [K_, So] = tL. 

[Ka• S+] = tS+. [Ka• S_l = -ts_, [Ka, So] = 0; 

(2.24) 

[K+. T+] = -Q+, [K+, T_] = 0, [K+. To] = tKt. 

[L. T+] = 0. [K_, L] = Q_. [K_. To] = -tL. 

[Ka, T+] = -tT+. [Ka• Ll = tL. [Ka• Tol = 0; 
(2.25) 
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[Pi' Qi] = ° i,j = +, -,0; (2.26) 

[P+, S+] = 0, [P+, S_l = K_, [P+, So] = -lP+~ 
[P_, S+] = -Kr, [P_, S_] = 0, [P-, So] = lP-, 

[Po, S+] = lS+, [Po, S_] = -lS_, [Po, So] = 0; 

(2.27) 

[P+, T+] = 0, [P+, L] = -J+, [P+, To] = -lP+, 

[P_, T+] = J_, [P-, L] = 0, [P_, To] = lP-, 

[Po, T+] = IT+, [Po, L] = -lL, [Po, To] = 0; 
(2.28) 

[Q+, S+] = 0, [Q+, S_] = -J_, [Q+, So] = -lQ+, 

[Q_, S+] = J+, [Q_, S_] = 0, [Q_, So] = lQ-, 

[Qo, S+] = lS+, [Qo, S_] = -lS-, [Qo, So] = 0; 
(2.29) 

[Q+, T+] = 0, [Q+, T_] = K+, [Q+, To] = -lQ+, 

[Q_, T+] = -K_, [Q_, T_] = 0, [Q_, To] = 1Q-, 
[Qo, T+] = tT+, [Qo, L] = -tT_, [Qo, To] = 0; 

(2.30) 

[Si' Ti ] = ° i,j = +, -,0. (2.31) 

C. Maximal Compact Subgroup 

The maximal compact subgroup 

SU(2) x SU(2) x U(I) 

has J±, Ja, K±, K a, and Ro as its generators, and a 
unitary irreducible representation of this group is 
specified uniquely by the three members j, k, A, where 
J2 = j(j+ l),Ja = -j, -j + 1,'" ,j,j = 0, 1,1,'" 

(2.33) 

where 

etc., are the roots. 
Now let Ij, p; k, v; A) be a canonical basis which 

span a unitary irreducible representation of the 
compact subgroup SU(2) x SU(2) x U(I). The basis 
vectors are so normalized that 

J+ Ij, p; k, v; A) 

= [(j + p + 1)(j - p)]llj, p + 1; k, ,,; A), 

J_lj, p; k, v; A) 

= [(j + p)(j - ft + 1)]11j, p - 1; k, ,,; A), 

Jalj, p; k, v; A) = p Ij, ft; k, v; A), 

ft = -j, -j + 1,'" ,j, 

Kr Ij, p; k, v; A) 

= [(k + v + 1)(k - v)]llj, p; k, v + 1; A), 

IL Ij, p; k, v; A) 

= [(k + v)(k - v + 1)]llj, p; k, v-I; A), 

Kalj, p; k, v; A) = v Ij, p; k, v; A), 
v = -k, -k + 1, ... , k, 

K2 = k(k + 1), Ka = -k, -k + 1, ... ,k, 
Ro Ij, p; k, v; A) = A Ij, p; k, v; A). 

(2.32) 
(2.34) 

k = 0, t, 1, ... 

Ro= A. 

From the definition of Ro in Eq. (2.10), and using Eqs. 
(2.8) and (2.9), we see that for j + k = integer, 
A = integer, and for j + k = half-integer, A = half­
integer. 

We rewrite some of the commutation relations from 
Eqs. (2.11)-(2.31) as follows: 

Let 

D. Determination of the 
Operators P ±. Q ±. S ±. and T ± 

In) == P+ Ij, p; k, v; A). (2.35) 

Then, from Eq. (2.33), we have 

Jain) = JaP+ Ij, p; k, v; A) 

= (p + t)P+ Ij, p; k, v; A) = (p + t) In), 

Ka In) = (v - t) In), 

Ro In) = (A + 1) In). (2.36) 

From Eqs. (2.18) and (2.21), we see that P+ and T+ 
transform as a J-spin doublet; 

[Ja,P+] = lP+, [Ja, T+] = -tT+, 

[J+, P+] = 0, [J+, T+] = P+. 

[J_, P+] = T+, [L, T+] = 0. (2.37) 
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Similarly, we see that - S+ and P + transform as a 
K-spin doublet; 

The symbol -' here means transform like. Similarly, 

[Ka, S+] = tS+, [Ka, P+] = -tP+, 

[14, S+] = 0, [14, P+] = -S+, 

Q+ -' - Ij = t, ,u = -1; k = t, " = t; ,t = I), 

S+ '" - Ij = t, ,u = 1; k = 1, " = 1; ,t = I), 

[L, S+] = -P+, [L, P+] = O. (2.38) T+ -' Ij = 1, ,u = -1; k = t, " = -1; ,t = 1). 
Therefore, under the compact subgroup SU(2) x 
SU(2) x U(I), P + transforms like (2.40) 

P+ -' Ij = t,,u = 1; k = t,,, = -t;,t = I). (2.39) We can immediately write the following expressions: 

P+ Ij,,u; k,,,;,t) = [(j + ,u + 1)(k - " + I)]!a1{j, k,,t) Ij + 1,,u + t; k + 1,,, - 1;,t + I) 

+ [(j + ,u + I)(k + ,,)]!a2{j, k,,t) Ij + t,,u + 1; k - t, " - 1;,t + I) 

+ [(j - ,u)(k - " + I)]!aa{j, k,,t) Ij - t,,u + 1; k + t,,, - t;,t + I) 

+ [(j - ,u)(k + ,,)]!aij, k,,t) Ij - t,,u + t; k - 1,,, - 1;,t + I), (2.41 a) 

Q+ Ij,,u; k,,,;,t) = - [(j - ,u + 1)(k + " + 1)]!al{j, k,,t) Ij + 1,,u - t; k + t,,, + 1; ,t + 1) 

+ [(j - ,u + 1)(k - ,,)]ta2{j, k,,t) Ij + t,,u -t; k - 1, " + 1;,t + I) 

+ [(j + ,u)(k + " + 1)]taa{j, k,,t) Ij - t,,u - t; k + 1, " + t; A + I) 

- [(j + ,u)(k - ,,)]ta,{j, k,,t) Ij - 1,,u - 1; k -t,,, + 1;,t + I), (2.4Ib) 

S+ Ij,,u; k,,,;,t) = - [(j + ,u + I)(k + " + I)]tal{j, k,,t) Ij + t,,u + 1; k + 1,,, + 1;,t + I) 

+ [(j + ,u + I)(k - ,,)]ta2{j, k,,t) Ij + 1,,u + t; k - t,,, + 1;,t + I) 

- [(j - ,u)(k + " + I)]!aa{j, k, ,t) Ij - t, ,u + 1; k + t, " + !; ,t + 1) 

+ [(j - ,u)(k - ,,)]ta,{j, k,,t) Ij - t,,u + t; k - 1, " + 1;,t + 1), (2.4Ic) 

T+ Ij,,u; k, v;,t) = [(j - ,u + i)(k - '11+ I)]!a1{j, k,,t) Ij + t,,u - 1; k + 1,,, - t; ,t + I) 

+ [(j - ,u + I)(k + ,,)]!a2{j, k, ,t) Ij + 1, ,u - 1; k - 1, " - t; ,t + 1) 

- [(j + ,u)(k - " + I)]!aa{j, k,,t) Ij - 1,,u - 1; k + !, " - 1;" + I) 

- [(j + ,u)(k + ,,)]!a,{j, k, ,t) Ij - t,,u - t; k - 1, " - t; ,t + 1). (2.41 d) 

We have defined our phase convention in such a way that we have all positive signs in Eq. (2.4Ia). Equations 
(2.4Ib), (2.4Ic), and (2.4Id) can be obtained from Eq. (2.4Ia) by using the commutation relations. The four 
functions ai{j, k, ,t) are functions of j, k, and ,t and depend on the irreducible representation of SU(2, 2) with 
which we are dealing. 

In an analogous manner, we can write the results when P_, Q_, S_, and T_ are applied to the state 
Ij,,u; k,"; ,t). From Eq. (2.33), we observe that Q_ behaves like P+ under J-spin and K-spin transformations. 
Similarly, we also have 

Q- -,P+, 

P- -' Q+, 

T_ -' S+, 

S_ -' T+; 

Q-Ij,,u; k,,,;,t) = [(j + ,u + I)(k - " + I)]tb1{j, k,,t) Ij + t,,u + 1; k + 1, " - t;,t - 1) 

+ [(j + ,u + I)(k + ,,)]tb2{j, k,,t) Ij + 1,,u + t; k - 1, " - t;,t - I) 

+ [(j - ,u)(k - " + I)]!ba{j, k,,t) Ij - t,,u + 1; k + t, " - t;,t - I) 

(2.42) 

+ [(j - ,u)(k + ,,)]tbij, k,,t) Ij -t,,u + t; k -t,,, -t;,t - I), (2.43a) 

P_Ij,,u; k,";,t) = - [(j - ,u + I)(k + " + I)]!b1{j, k,,t) Ij + t,,u - 1; k + 1,,, + t;,t - I) 

+ [(j - ,u + I)(k - ,,)]tb2{j, k, ,t) Ij + t,,u - t; k - t, " + 1;,t - 1) 

+ [(j + ,u)(k + " + 1)]tba{j, k, ,t) Ij - t,,u - t; k + t, " + 1;,t - 1) 

- [(j + ,u)(k - ,,)]tbij, k, ,t) Ij - -1,,u - t; k - 1, " + 1; ,t - I), (2.43b) 
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T_lj, 1'; k, v; ,t) = [(j + I' + 1)(k + v + 1)]ibl (j, k, ,t) Ij + i, I' + i; k + i, v + i; ,t - 1) 

- [(j + I' + 1)(k - v)]lb2(j, k,,t) Ij + i, I' + i; k - i, v + i;,t - 1) 

+ [(j - p)(k + v + 1)]ibs(j, k,,t) Ij - i, I' + i; k + i, '11+ i;,t - 1) 

- [(j - p)(k - v)]ib,(j, k, ,t) Ij - i, I' + i; k - i, v + i; ,t - 1), (2.43c) 

S_Ij, 1'; k, v; ,t) = - [(j - f-l + 1)(k - v + 1)]ibl (j, k, ,t) Ij + i, I' - i; k + i, v - i; ,t - 1) 

- [(j - f-l + 1)(k + v)]ib2(j, k,,t) Ij + i, f-l - i; k - i, v - i;;' - 1) 

+ [(j + p)(k - v + 1)]ibs(j, k, ,t) Ij - i, I' - i; k + i, '11- i;,t - 1) 

+ [(j + f-l)(k + v)]ib,(j, k, ,t) Ij - i, I' - i; k - i, v - i; ,t - 1). (2.43d) 

From the arbitrary nature of the basis 

Ij, 1'; k, v; ,t), 

we may define a new basis, 

li,p; k, v; ,t)' = w(j, k,,t) li,p; k, v; ,t), (2.44) 

where w(j, k, ,t) is an arbitrary function ofj, k, and,t. 
Then, we have 

w(j, k, ,t)al(j, k,,t) = w(j + t, k + t,,t + l)a~(j, k, ,t), 

w(j, k, ,t)ali, k,,t) = w(j + t, k - t,,t + l)a~(j, k, ,t), 

w(j, k, ,t)a3(j, k,,t) = w(j - t, k + t,,t + l)a~(j, k,.,t), 

w(j, k, ,t)aii, k,,t) = w(j - t, k - t.,t + l)a~(j, k, ,t), 

(2.45) 
and 

w(j, k, ,t)bl(j, k.,t) = w(j + t, k + t,,t - l)b~(j, k. ,t), 

w(j, k, ,t)b2(j, k, A) = w(j + t, k - t.,t - l)b;(j, k, ,t). 

w(j, k, ,t)b3(j, k.,t) = w(j - t, k + t,,t - l)b~(j, k, ,t), 

w(j, k, ,t)bii, k,,t) = w(j - t, k - t,,t - l)b~U, k, ,t). 

(2.46) 
Therefore, we have 

al(j, k, ,t)b4U + t, k + t, ,t + 1) 

= a~(j, k, ,t)b~(j + t. k + t, ,t + 1), 

a2(j, k, ,t)b3(j + t. k - !. ,t + 1) 

= a;(j, k, ,t)b;(j + t, k - t, ,t + 1), 

a3(j, k, ,t)b2(j - t, k + t, ,t + 1) 

= a;(j, k, ,t)b;(j - t, k + t. ,t + 1), 

aii, k, ,t)b1(j - t, k - t. ,t + 1) 

= a~(j, k, ,t)b~U - t, k - t, ,t + 1). (2.47) 
and 

bii + t, k + t, ,t + 1) 

= [w(j + t, k + t, ,t + 1)]2 __ a....:.;(.;.::,i..;.... k ...... ,_,t.;...) __ 

w(j, k, ,t) b~( + t, k + t, ,t + I}' 

b3(j + t, k - t, ,t + 1) 

= [w(j + t, k - t, ,t + 1)J2. a;U, k, ,t) 
w(j, k, ,t) baU + t, k - t, ,t + 1) , 

aaU, k, ,t) 

b2(j - t, k + t, ,t + 1) 

= [w(j - t, k + t, ,t + 1)J2 a30, k, ,t) 

w(j, k, ,t) b~U - t, k + t, ,t + 1) , 

aii, k,,t) 

blU - t, k - t, ,t + 1) 

= [w(j - t, k - t,,t + I)J2. a~U, k, ,t) . 
w(j, k, ,t) bl(j - t, k - t, ,t + 1) 

(2.48) 
Consequently, from the very beginning, we have the 
freedom to choose 

al(j, k, ,t) = b,(j + t, k + t, ,t + 1), 

a2(j, k, ,t) = ba(j + t, k - t, ,t + 1), 

aa(j, k, ,t) = b2(j - t, k + t, ,t + 1), 

a4(j, k, ,t) = bl(j - t, k - t, ,t + 1) (2.49) 

by defining the w's appropriately.4 
So far, the development of the subject is very 

simple and straightforward, and we have essentially 
recapitulated what Murai had done in the first part 
of his paper. However, Eqs. (2.41) and (2.43) are not 
correct, since an implicit oversimplification has been 
assumed. In the next section dealing with the problem 
of state labeling, we show why another operator 
besides J2, Ja, K2, K s , and Ro is needed to uniquely 
specify a state within an irreducible representation of 
SU(2, 2), and what the correct version of Eqs. (2.41) 
and (2.43) should be. 

m. COMPLETE SET OF 
COMMUTING OPERATORS 

A. Casimir Operators 

We start out by considering the three Casimir 
operators of the group. There are three Casimir 
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operators, since SU(2, 2) is a group of rank 3. From expressions like 

and 

I A~p, I A!AJA;, 
~,{J 11.,{J,7 

IA~JA~~, 
~,(J 
y,lI 

1937 

we can construct the three Casimir operators C2 , Ca, and C,' which commute with all 15 generators of the 
group. We write 

C2 == 2(J2 + K2) + Ro(Ro + 4) - 2{P_P+ + Q_Q+ + S_S+ + T_T+} 

== 2(Jll + K2) + 14(Ro - 4) - 2{P+P_ + Q+Q_ + S+S_ + T+L}, 

Ca == - (Ro + 2)(JI - K2) 

+ {J+(P_T+ + S_Q+) + J_(T_P+ + Q_S+) + Ja(P_P+ - Q_Q+ + S_S+ - LT+)} 

(3.1a) 

(3.1b) 

+ {Kr(SY+ + Q_T+) + JC(P_S+ + T_Q+) + Ka(P_P+ - Q_Q+ - S_S+ + LT+)} (3.2a) 

= - (14 - 2)(J2 - K2) 

+ {J+(T+P_ + Q+S_) + L(P+L + S+Q_) + Ja(P+P_ - Q+Q_ + S+S_ - T+L)} 

+ {Kr(P+S- + T+Q_) + JC(S+P_ + Q+L) + Ka(P+P_ - Q+Q_ - S+S_ + T+L)}, (3.2b) 

C, == !Ro(14 + 2)Cll - !Ro(14 - 2)(Ro + 2)(Ro + 4) + 4J2KIl 

+ 2(14 + 1){-(14 + 2)(J2 + K2) 

+ [J+(P_T+ + S_Q+) + L(LP+ + Q_S+) + Ja(P Y+ - Q_Q+ + S_S+ - T_T+)J 

- [Kr(S_P+ + Q_T+) + JC(P_S+ + T_Q+) + Ka(P Y+ - Q_Q+ - S_S+ + T_T+)]} 

+ 4(P _Q_ - S_T_)(P +Q+ - S+T+) 

+ 4{[J+K+S_T+ + J+K_P_Q+ + LKrQ-P+ + LJCT_S+] 

+ Ja[Kr(SY+ - Q_T+) + JC(P_S+ - T_Q+)] + Ka[J+(P_T+ - S_Q+) + J_(T_P+ - Q_S+)J 

+ JaKa[P_P+ + Q_Q+ - S_S+ - LT+H (3.3a) 

= l14(Ro - 2)Cs - !Ro(Ro - 2)(14 + 2)(Ro - 4) + 4J2K2 

+ 2(14 - 1){ -(Ro - 2)(J2 + K2) 

+ [J+(T+P _ + Q+S_) + L(P +L + S+Q_) + Ja(P +P _ - Q+Q_ + S+S_ - T+L)] 

- [Kr(P+S- + T+Q_) + JC(S+P_ + Q+T_) + Ka(P+P_ - Q+Q_ - S+'8_ + T+L)]} 

+ 4(P +Q+ - S+T+)(P _Q_ - S_L) 

+ 4{[J+KrT+S_ + J+K_Q+P_ + J_KrP+Q- + J_JCS+T_] 

+ Ja[Kr(P+S- - T+Q_) + L(S+P_ - Q+T_)] + Ka[J+(T+P_ - Q+S_) + L(P+T_ - S+Q_)] 

+ JsKa[P+P_ + Q+Q_ - S+S_ - T+L]}. (3.3b) 

In the following, we use C2 , Ca, C, to denote both 
the Casimir operators and their eigenvalues. 

B. Problem of Labeling States 

A given irreducible representation of the group is 
uniquely specified, if the eigenvalues C1 , Ca, and C, 
are given.ll The question now is, are the states 
within a given irreducible representation uniquely 
specified whenj, p" k, v, and A are given? The answer 

11 This statement is correct for compact groups only. For non­
compact groups this is not true. In fact, as we shall see. for a given 
set of eigenvalues Ca, Ca. and C •• there may exist several inequiv­
alent irreducible representations. 

to this question is negative, and the reason is very 
simple. Let us consider the descending chain of 
subgroups 

SU(2, 2) => SU(2, 1) => SU(2). 

We need Cll , Ca, and C, to specify an irreducible 
representation of SU(2, 2), C~, C;, [the Casimir 
operators of SU(2, 1)] to specify an irreducible 
representation of SU(2, 1), and C; ~ J2 to specify 
SU(2). In addition, we need the "magnetic" quantum 
members p" v, and A. We therefore see that in place of 
the two operators C~ and C;, we have only KI when 
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we consider the chain 

SU(2, 2) ;:) SU(2) x SU(2) x U(I). 

Hence, our job is to construct an operator, called Fa 
(presumably it is a cubic operator to replace C~) which 
commutes with J2, Ja, K2, Ka, and Ro. This is an easy 
task, and we proceed systematically. 

1. We observe that there does not exist an inde­
pendent quadratic operator apart from C2 which 
commutes with J2, Ja, K2, Ks , and Ro. 

2. We observe that any cubic operator that 
commutes with J2, Ja, K2, Ks , and Ro also commutes 

Fa == -(Ro + 2)(J2 + K2) 

with J +, J _, K+, and K_, and there are two such 
operators, 

Ga = J+(P_T+ + S_Q+) + J_(LP+ + Q_S+) 

+ Ja(P _P + - Q_Q+ + S_S+ - LT+), (3.4a) 

Hs = K+(SJ'+ + Q_T+) + L(P_S+ + LQ+) 

+ Ka(P_P+ - Q_Q+ - S_S+ + LT+); (3.4b) 

[Ga , J] = [Ga , K] = [Ga , Ro] = 0, (3.5a) 

[Ha, J] = [Ha, K] = [Ha, Ro] = O. (3.5b) 

Since Ga + Ha appears in Ca , there is actually only 
one independent cubic operator. For symmetry 
reasons, we define Fa as 

+ {J+(P_T+ + S_Q+) + J_(T_P+ + Q_S+) + Ja(P_P+ - Q_Q+ + S_S+ - T_T+)} 

- {~(S_P+ + Q_T+) + L(P_S-t + LQ+) + Ka(P_P+ - Q_Q+ - S_S+ + LT+)} (3.6a) 

= - (Ro - 2)(J2 + K2) 

+ {J+(T+P_ + Q+S_) + J_(P+T_ -t S+Q_) + Ja(P+P_ - Q+Q_ + S+S_ - T+T_)} 

- {~(P+S_ + T+Q_) + K_(S+P_ + Q+L) + Ks(P+P_ - Q+Q_ - S+S_ + T+L)}. (3.6b) 

3. We observe that any quartic operator that 
commutes with J2, Ja, K2, Ka, and Ro also commutes 
with J + , L , K+ , L, and there is only one independent 
operator, apart from RoFa, which can be chosen to be 
(P _Q_ - S_L)(P +Q+ - S+T+). Indeed, 

[P_Q_ - S_L, J] = [P+Q+ - S+T+, J] = 0, 

[P_Q_ - S_L, K] = [P+Q+ - S+T+, K] = 0, 
(3.7) 

but 

and 

[Ro, P_Q_ - S_T_] = -2(P_Q_ - S_T_), 

[Ro, P +Q+ - S+T+] = 2(P +Q+ - S+T+), 

[Ro, (P_Q_ - S_T_)(P+Q+ - S+T+)] = O. (3.8) 

Now we have a complete set of commuting operators 
C2 , Ca, C,; Fa, J2, K2, J a , Ka, Ro, and every state is 
uniquely specified when the nine eigenvalues are 
given. Therefore, in Eq. (2.34), we add one additional 
label ex, 

Falj, #; k, v; A; ex) = ex Ij, #; k, v; A; ex), 

J21j, #; k, v; A; ex) = j{j + 1) Ij, #; k, v; A; ex), 

Jalj, #; k, v; A; ex) = # Ij, #; k, v; A; ex), 

Kllj, #; k, v; A; ex) = k(k + 1) Ij, #; k, v; A; ex), 

Kalj,,.,,; k, v; A; ex) = v Ij,,.,,; k, v; A; ex), 

Ro Ij, ,.,,; k, v; A; ex) = A Ij, ,.,,; k, v; A; ex). (3.9) 

Now Eqs. (2.41) and (2.43) have to be modified. 
The fimctions a.{j, k, A) are now matrices with 

elements a.{j, k, A)"p. In general, a.{j, k, A) are not 
square matrices. Equation (2.41a) now looks like 

P + Ii,,.,,; k, v; A; ex) 

= [(j + It + 1)(k - v + 1)]12 al(j, k, A)"p 
p 

X Ii + t,,.,, + t; k + t, v - t; A + 1; p) 

+ [(j + ,." + l)(k + v)]12 a2(j, k, A)"p 
p 

X Ii + t,,.,, + t; k - t, v - t; A + 1; p) 

+ [(j - ,.,,)(k - v + 1)]12 aa(j, k, A)IIP 
p 

X Ii - t,,.,, + t; k + t, v - t; A + 1; p) 

+ [(j - ,.,,)(k + v)]12 a4(j, k, A)"p 
p 

X Ii - t,,.,, + t; k - t, v - t; A + 1; p). 

(3.10) 
Equations (2.41b)-(2.41d) and (2.43a)-(2.43d) can be 
written in the same way. In Eq. (3.10), the index P is 
summed over. For example, al(j, k, A) may be a 
n X m matrix, where we have exl' ex2"" exn , and 
PI, P2"", Pm; n is called the multiplicity of the 
state Ij, k, A), and m, the multiplicity of the state 
Ij + t, k + t, A + 1). Equation (2.49) now appears 
as 

al{j, k, A)"p = b4{j + t, k + t, A + l)p, .. 

a2{j, k, A)"p = bs{j + t, k - t, A + l)p", 

aa{j, k, A)"p = b2{j - t, k + t, A + l)p%, 

aij, k, A)"p = bl(j - t, k - t, A + l)p,,' 
(3.11) 
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C. Multiplicity and Degeneracy 

Let us define the multiplicity to be M(j, k, )'). It is 
the number of times the irreducible representation 
(j, k,).) of SU(2) X SU(2) X U(1) appears in an 
irreducible representation of SU(2, 2). M(j, k, ).) = 0 
means the irreducible representation (j, k, A) does 
not occur at all; M(j, k, ).) = 1 means (j, k, ).) 
occurs only once, and so on. If M(j, k, A) = 0 or 
1 for all j, k, ). in an irreducible representation 
of SU(2, 2), then we say that we are dealing 
with a degenerate representation. In general, some 
M(j, k, ).) > 1 for some j, k, )., and we have a non­
degenerate representation. 

For the degenerate representations, Fa becomes a 
redundant label, and hence can be omitted. Since 
Murai neglected the operator F3 from the beginning 
of his work, he dealt exclusively with degenerate 
representations. 

IV. GENERAL EXPRESSIONS FOR 
THE CASIMIR OPERATORS AND Fa 

We now express the Casimir operators C2 , Ca, C4 

and also Fa in terms of the functions ai(j, k, ).),,/1 and 
bi(j, k, A),,/I' Using the matrix version of Eqs. 
(2.41a-d) and (2.43a-d) in conjunction with Eqs. 
(3.1), (3.2), (3.3), and (3.6), we obtain for the 
diagonal elements [after some straightforward cal­
culation in which Eq. (3.11) is used] 

C2 - 2j(j + 1) - 2k(k + 1) - ).(). + 4) 

= 8 ~ {(j + 1)(k + l)a~(j, k, ).)"p 
p 

- (j + l)ka~(j, k, ).)"p - j(k + l)a~(j, k, ).)"p 

+ jka~(j, k, A)"p}, (4.1a) 

C2 - 2j(j + 1) - 2k(k + 1) - ).(). - 4) 

= 8 ~ {(j + 1)(k + l)b~(j, k, ).)"p 
p 

- (j + l)kb~(j, k, ).)"p - j(k + l)b~(j, k, ).)"p 

+ jkb:(j, k, ).)"p}, (4.1b) 

Ca + (). + 2)(j - k)(j + k + 1) 

= 4 ~ { -(j + 1)(k + 1)(j - k)a~(j, k, ).)"p 
p 

+ (j + l)k(j + k + l)a~(j, k, A)"p 

- j(k + 1)(j + k + l)a~(j, k, ).)"p 

+ jk(j - k)a~(j, k, ).)"p}, 

C3 + (). - 2)(j - k)(j + k + 1) 

= 4 ~ {(j + 1)(k + 1)(j - k)b~(j, k, ).)"p 
p 

-(j + l)k(j + k + l)b~(j, k, ).)"p 

+ j(k + 1)(j + k + l)b~(j, k, ).)"p 

- jk(j - k)b~(j, k, ).)"p}, 

(4.2a) 

C4 - tA()' + 2)C2 + 1).(). - 2)()' + 2)()' + 4) 

+ 2()' + 1)(). + 2)[j(j + 1) + k(k + 1)] 

- 4j(j + l)k(k + 1) 

- 4{(P _Q_ - S_L)(P +Q+ - S+T+)}"" 

= 8 ~ {(j + 1)(k + 1)[2jk - (). + 1)(j + k)] 
p 

x a~(j, k, A)"p + (j + l)k[2j(k + 1) 

+ (). + 1)(j - k - 1)]a~(j, k, ).)"p + j(k + 1) 

x [2(j + l)k - (). + 1)(j - k + 1)]a=(j, k, ).)"p 

+ jk[2(j + 1)(k + 1) + (). + 1)(j + k + 2)] 

x a!(j, k, ).)"p}, 

C4 - t).(). - 2)C2 + 1).(). - 2)()' + 2)()' - 4) 

+ 2()' - 1)()' - 2)[j(j + 1) + k(k + 1)] 

- 4j(j + l)k(k + 1) 

- 4{(P +Q+ - S+T+)(P _Q_ - S_L)}"" 
= 8 ~ {(j + 1)(k + 1)[2jk + (). - 1)(j + k)] 

p 

x b~(j, k, ).)"p 

(4.3a) 

+ (j + l)k[2j(k + 1) - (). - 1)(j - k - 1)] 

x b~(j, k, ). )"p 

+ j(k + 1)[2(j + l)k + (). - 1)(j - k + 1)] 

X b~(j, k, ).)"p 

+ jk[2(j + 1)(k + 1) - (). - 1)(j + k + 2)] 

X b:(j, k, ).)"p}, (4.3b) 

where 

{(P _Q_ - S_L)(P +Q+ - S+T+)}"" 

= ~ (P +Q+ - S+T+)"iP _Q_ - S_L)"", 
a 

{(P +Q+ - S+T+)(P _Q_ - S_L)}"" 

= ~(P_Q_ - S_L)"T(P+Q+ - S+T+)T'" 
T 

and (from Appendix A) 

(P +Q+ - S+T+)"a 

= -2(2k + 1) ~ {U + l)a1(j, k, ).)"p 
p 

X a4(j + t, k + t, ). + l)pa 

- ja3(j, k, ).)"pa2(j - t, k + t,). + l)pa}, 

(P _Q_ - S_L)a" = (P +Q+ - S+T+)"a, 

(P _Q_ - S_T_)"T 

= -2(2k + 1) ~ {(j + l)b1(j, k, ).)"p 
p 

X b4(j + t, k + t, ). - 1)PT 

- jb3(j, k, ).)"pb2(j - t, k + t,). - I)PT}, 
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For the operator F3 , we have 

()( + (A + 2)[j(j + 1) + k(k + 1)] 

= 42 {-(j + 1)(k + 1)(j + k)a~(j, k, A)ap 
p 

+ (j + l)k(j - k - l)a~(j, k, A)ap 

- j(k + 1)(j - k + l)a~(j, k, A)ap 

+ jk(j + k + 2)a:(j, k, A)ap}, (4.5a) 

()( + (A - 2)[j(j + 1) + k(k + 1)] 

= 42 {(j + 1)(k + 1)(j + k)b~(j, k, A)ap 
p 

- (j + l)k(j - k - l)b~(j, k, A)ap 

+ j(k + 1)(j - k + l)b~(j, k, A)ap 

- jk(j + k + 2)b!(j, k, A)ap}. (4.5b) 
For completeness, the off-diagonal elements are 
given in Appendix B, and the commutation relations 
between Fs and P ±, Q±, S±, and T± are included in 
Appendix C. 

Equations (4.1)-(4.5) are the most important and 
useful equations in this paper, and they are used over 
and over again. We observe that the problem of 
solving for ai(j, k, A)aP and bi(j, k, A)aP is extremely 
complicated when we deal with the nondegenerate 
representations, even though we have the many 
relations in (3.11), Appendices A and B. The functions 
ai(j, k, A)aP and bi(j, k, A)"p are coupled in a very 
intricate manner, which makes a systematic approach 
rather difficult. However, because of the close relation­
ship between the finite irreducible representations 
which are nonunitary and the unitary irreducible 
representations in the discrete series, much information 
about the discrete series can be obtained. Before we 
proceed to a study of the finite representations, we 
first derive the recursion relations among the ai(j, k, A) 
and bi(j, k, A). 

D. RECURSION RELATIONS 
From Eqs. (4.la), (4.1b), (4.2a), and" (4.2b) we can 

express 

2 a:(j, k, A)ap, 2 a~(j, k, A)ap, 2 b~(j, k, A)ap, 
p p p 

and 

as follows: 
2(j + l)k(j + k + 1) 2 a~(j, k, A) .. p 

p 

= 2 {(j + 1)(k + 1)(2j + l)a~(j, k, A)"p 
p 

+ jk(2k + l)a:(j, k, A) .. p} 

+ l{Cs + (A + 2)(j - k)(j + k + I)} 
-t(j + k + 1) 
X {Cs - 2j(j + 1) - 2k(k + 1) - A(A + 4)}, 

(4.6) 

2j(k + 1)(j + k + 1) 2 a~(j, k, A)"p 
p 

= 2 {(j + 1)(k + 1)(2k + l)a~(j, k, A) .. p 
p 

+ jk(2j + l)a~(j, k, A) .. p} 

- HCa + (A + 2)(j - k)(j + k + I)} 

-t(j+k+l) 

X {C2 - 2j(j + 1) - 2k(k + 1) - A(A + 4)}, 

(4.7) 

2(j + l)k(j + k + 1) 2 b~(j, k, A) .. p 
p 

= 2 {(j + 1)(k + 1)(2j + l)b~(j, k, A)"p 
p 

+ jk(2k + l)b!(j, k, A) .. p} 

- l{ Ca + (A - 2)(j - k)(j + k + I)} 

-t(j + k + 1) • 

X {C2 - 2j(j + 1) - 2k(k + 1) - A(A - 4)}, 

(4.8) 

2j(k + 1)(j + k + 1) 2 b~(j, k, A) .. p 
p 

= 2 {(j + 1)(k + 1)(2k + l)b~(j, k, A)"p 
p 

+ jk(2j + l)b:(j, k, A) .. p} 

+ H C3 + (A - 2)(j - k)(j + k + I)} 

-t(j + k + 1) 

X {C2 - 2j(j + 1) - 2k(k + 1) - A(A - 4)}. 

(4.9) 

Substituting Eqs. (4.6)-(4.9) into Eqs. (4.3a) and 
(4.3c), we obtain a relation among 

2 a~(j, k, A)"p, 2 a~(j, k, A) .. p, 2 b~(j, k, A) .. p, 
p p p 

and 

2 b!(j, k, A} .. p' 
p 

Similarly, from Eqs. (4.5a) and (4.5b), we obtain 
another relation. From these two relations, we can 
solve for 2p a~(j, k, A) .. p and 2p b~(j, k, A) .. p in terms 
of 2p a:(j, k, A) .. p and 2p b:(j, k, A)"p: 

(j + k)(2j + 1)(2k + 1)(j + 1)(k + 1) 2 a~(j, k, A) .. p 
p 

= jk(2j + 1)(2k + 1) 

X 2 { -a:(j, k, A) .. p + (j + k + l)b:(j, k, A) .. p} 
p 

+ t(j + k)(j + k + I)Cz - Hj - k)Ca 

- t(j + k)(j + k + 1) 

X {(A + 2j + 2)(A + 2k + 2) 

+ 2(j + k - 1)(j + k + 2)}, (4.10) 
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(j + k)(2j + 1)(2k + 1)(j + lXk + 1) I b~(j, k, A)"p 
I' 

= jk(2j + 1)(2k + 1) 

x I {U + k + l)a:U, k, A)"p - b:(j, k, A)"p} 
I' 

+ tU + k)(j + k + I)C2 + !(j - k)Ca 

- 1(j + k)(j + k + 1) 

x {(A - 2j - 2)(A - 2k - 2) 

+ 2(j + k - 1)U + k + 2)}. (4.11) 

Therefore, once II' a:(j, k, A)"p and II' b:(j, k,A)"p 
are known, II' a~(j, k, 1),,1' and II' b~(j, k, A)"p. 
i = 1,2,3, can be calculated. Since 

a.(j, k, A)"/I = bl(j - 1, k - 1, A + 1~" 
and 

b,(j, k, 1.),,/1 = a1(j - i, k - i, 1 - 1)/1,,' 

(notice the transpose nature of the relations,) Eqs. 
(4.10) and (4.11) are almost recursion relations in 
a~(j, k, A)andb~(j, k, A). Unfortunately, in Eqs. (4.10) 
and (4.11), the second index p is summed over, this fact 
prevents these two equations from being true recursion 
relations. However, we may sum overot in Eqs. (4.10) 
and (4.11), but now the terms that do not depend on 
ot and p must be multiplied by the multiplicity of the 
state U, k, 1), M(j, k, 1). For clarity, we rewrite 
Eqs. (4.10) and (4.11): 

(j + k)(2j + 1)(2k + 1)(j + 1)(k + 1) I a~(j, k, 1.),,1' 
".1' 

= jk(2j + 1)(2k + 1) 

x I {-a:(j, k, A)"p + (j + k + l)b:U, k, A)"p} 
",I' 

+ M(j, k, 1)(1(j + k)(j + k + I)Ca 

- 1(j - k)Ca - 1(j + k)(j + k + 1) 

x {(1 + 2j + 2)(1 + 2k + 2) 

+ 2(j + k - 1)(j + k + 2)}1, (4.12) 

(j + k)(2j + 1)(2k + 1)(j + 1)(k + 1) I b~(j, k,1)"p 
",I' 

= jk(2j + 1)(2k + 1) 

and 

x I {(j + k + l)a:U, k, 1.),,1' - b~U, k, A)"p} 
".1' 

+ M(j, k, 1)[1(j + k)(j + k + 1)C2 

+ t(j - k)C3 - 1(j + k)(j + k + 1) 

x {(A - 2j - 2)(A - 2k - 2) 

+ 2(j + k - 1)(j + k + 2)}], (4.13) 

I a;U, k, A)"p = I b~(j - i, k - t,l + 1)1'''' 
rx..p a.,p 

",I' ".1' 

For degenerate representations M(j, k, 1) = 1, 
Eqs. (4.10) and (4.10 are truly recursion relations, and 
the equations can be solved easily. In the general case, 
M(j, k, A) is unknown and depends on j, k, 1, this 
fact acts as the major· obstacle in the solution of the 
problem. (A detailed discussion will be given in 
Paper III.) For the unitary irreducible representations 
in the discrete series, it is shown that we are able to 
solve the coupled diaphantine recursion relations 
(4.12) and (4.13). 

V. FINITE IRREDUCIBLE 
REPRESENTATIONS 

Since the representation is finite dimensional, there 
must exist a state Um' k",., 1m), (we omit the labels p, 
v, and ot,) such that 

al(jm, km' Am) = a2Um, km' Am), 

= a3(jm, km' 1m} = a,(jm, km' Am) = 0, (5.1) 

and all the allowed A satisfies A:$; Am [actually 
IAI :$; 1m , because of Eq. (5.5)]. From Eqs. (4.1 a), 
(4.2a), and (4.3a), we get 

Cll = 2jm(jm + 1) + 2km(km + 1) + .lm{A.m + 4), 

(5.2) 

Cs = -(1m + 2)(jm - k.J(jm + k m + 1), (5.3) 

C, = H(lm + 2)2 - 4jm(jm + 1)] 

x [(1m + 2)2 - 4km(km + 1)] - (1m + 2)2. (5.4) 

By symmetry, we observe that there must exist the 
state U = km' k = jm' 1 = -1m), such that 

bl(km,jm' -1m} = b2(km,jm, -1m) 

= ba(km,jm' -Am} = b,(km,jm' -1m) = 0, (5.5) 

and Eqs. (5.2)-(5.4) satisfy Eqs. (4.lb), (4.2b), and 
(4.3b). Therefore,jm' km' and 1m uniquely determines 
the Casimir operators C2 , Ca, and C,; the converse is 
also true. Hereafter, we use the symbol «jm' km' 1m}) 
to denote a finite irreducible representation of 
SU(2,2). From Eq. (4.5a), we see that 

ot(j"., km' 1m} 

= -O-m + 2)[jm(jm + 1) + km(km + 1)J. 

Since ot is uniquely determined above, the state 
Ijm' km' 1m} occurs only once, M(jm. k m• Am) = 1. 
We see shortly that all states on the "boundary" have 
multiplicity one. 

Let 
P = j + k, q = j - k, 

and 

Ip,q, A) = Ij,k,l), IPm,qm, 1m) = Um, k m, 1m)· 
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From the state IPm' qm' Am), we reach (along the 
boundary by applying P _, Q_, etc.) 

IPm + 1, qm' A", - 1) 
and 

IPm - 1, qm' Am - 1). 

In general, we have Ip", + 3, q"" A", - 3), 3 = 0, 
1,'" ,3"" and IPm - t,qm' Am - t), t = 0, 1"", tm. 
These states have the following properties: 

a1(im + ~,km + ~'Am - s) 
= a2 (i m + ~ , km + ~ , Am - s) 
= aa(im + ~,k", + ~,A", - s) = 0, 

S = 0, 1, ... , Sm, 

(5.6) 

where tm = 2km, if jm > km 

= 2jm' if km > jm' 
and 

b2( . tm k tm 1 ) 
4 1m - "2' m - "2 ' 11m - tm = 0, 

since j ~ 0, k ~ 0. 
Similarly, 

a:(im + ~,km + ~,Am - s) 
sCAm - im - km - S + 1) 

= 
(2im + s)(2km + S) 

and 
S = 0, 1, 2, ... , Sm' 

b~ ( i m + ~ , k m + ~ , Am - s) 
= 

(S + 1)(Am - im - km - s) 

(2im + S + 1)(2km + S + 1) , 

(5.9a) 

S = 0, 1,2,···, Sm. (5.9b) 

For finite representations, there must exist a finite 3m , 

such that 

b~(jm + sm/2, km + Sm/2, Am - Sm) = 0. 

t = 0, 1,2,' .. ,tm , From Eq. (5.9b), we see therefore 

a1(im -~, km -~, Am - t) ;of 0, 3 m = Am - jm - km' (5.10) 

t=I,2,···,tm. (5.7) 

Equations (5.6) and (5.7) follow from Eqs. (5.1) and 
the uniqueness of the state Ijm, km' Am). Using Eqs. 
(4.1a) and (5.2), we can solve for 

(
. t k t. ) 

al 1m - 2"' m - 2" ' A.m - t 

and 

a4 (i m + ~ , k m + ~ , Am - s), 

a~(im - ~ , km - ~ , Am - t) 
teAm + im + km - t + 3) 

= , 
(2im - t + 2)(2km - t + 2) 

t = 0, 1,2, ... ,tm , (5.8a) 

and using Eq. (3.11), we get 

b: (i m - .!. , km - .!. , Am - t) 2 2 . 

(t + 1)(Am + im + km - t + 2) 
= 

(2im - t + 1)(2km - t + 1) , 

t = 0, 1,2, ... tm - 1, (5.8b) 

where Sm is an integer. 
Now, we have a complete classification of finite 

irreducible representations. Since the Casimir operators 
C2 , Ca, C, are determined by jm, km' and 3m(Am = 
jm + k m + 3m), we obtain all finite representations 
when jm' km' and 3m take on all possible values: 

jm = 0, t, 1, t, 2, ... , 

k m = 0, t, 1, t, 2, ... , 

3 m = 0, 1, 2, 3, ... . (5.11) 

In passing, we give without proof the formula for the 
dimensionality of the finite irreducible representation 
«jm, km' Am»: 

DUm' km' Sm) 
= (3! 2!)-1(2im + 1)(2km + 1)(sm + 1) 

X (2im + Sm + 2)(2km + Sm + 2) 

X (2im + 2km + Sm + 3)· (5.12) 

Before proceeding to a study of the problem of 
multiplicity and degeneracy, we wish to complete 
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the discussion of the states IPm + s, qm' Am - s) and 
IPm - t, qm' Am - t). These states are said to be on 
the "boundary" of a P - A diagram. (See Fig. 1.) 
There are, in general, six boundaries given by the 
following equations: 

P + A = Pm + Am' 

P - A = Pm - Am' 

P = Pm + Sm ::;c: Am' 
P = Pm - tm = Ijm - kml. 

Because of symmetry, the states 

and 
IPm - t, -qm, -Am + t) 

(5.13a) 

(5.13b) 

(5. 13 c) 

(5.13d) 

also exist and are on the boundary, and we have 

P - A = Pm + Am' 
P + A = Pm - Am' 

(5.13e) 

(5.13f) 

It is obvious that on the boundary, (X(j, k, A) is 
uniquely determined by C2 , Ca, j, k, and A, and 
M(j, k, A) = 1. For clarity, we state this fact as a 
theorem. 

Theorem 1: All states on the boundary have multi­
plicity M(j, k, A) = 1. 

Proof: 1. For states on the boundaries (5.13a) and 
(5. 13b), we have Eqs. (5.6) and (5.7) , hence, (X(j, k, A) 
is uniquely determined through Eqs. (4.1a) and (4.5a). 

2. Similarly, for states on the boundaries (5.13e) and 
(5.13f), (X(j, k, A) is determined through Eqs. (4.1b) 
and (4.5b). 

3. For states on the boundary (5.13d), 

a,(jm - tml2, km - tm/2, A) = 0, 

a2(jm ~ tm/2, km - tml2, A) = 0, if jm > km' 

aa(jm - tml2, km - tml2, A) = 0, if km > jm, 

therefore, (X(j, k, A) is determined through (4.1a) and 
(4.2a). 

4. For states on the boundary (5.13c), 

a1(P = Am' q, A) = 0, b1(p = Am' q, A) = 0, 

then rx(j, k, A) is determined through (4.6)-(4.11). 

A. Degeneracy and Multiplicity 

Our task now is to classify the irreducible repre­
sentations of Eq. (5.11) into degenerate and non­
degenerate representations, find the associated Young 

diagrams, the multiplicity of the states, and the 
decomposition of each representation with respect to 
the maximal compact subgroup. The results of this 
investigation are quite simple, in a sense even 
intuitively obvious, and we state them in the form 
of several theorems. However, the algebraic steps 
involved in this derivation are rather lengthy, and are 
relegated to Appendix D. 

Theorem 1: The finite irreducible representations 
of the group SU(2,2), and the associated Young 
diagrams are classified as follows: 

(a) Degenerate representation: 

Class I. sm = 1, 2, 3, ... , 

i. jm = O,km = i, 1,1,2,"', 

ii. k m = O,jm = t, 1,1,2,"', 

Class II. sm = 0, 

m·······~· .... ··B 
'-v--"~ 

2km sm 

ffi·······ffD······D 
l-v--'~ 

sm 2Jm 

EH·····B 
~ 

sm 

(b) Nondegenerate representations: 

Class III. Sm = 1,2,3, .. " 

jm' km = t, 1, I, 2, .... 
§3·····EfE·······EfIl ....... O 

'--v--"'----..--" ---------2k m sm 2jm 

Proof' See Appendix D. We see that the Young 
diagram for nondegenerate representations is the most 
general diagram. When Im' km' and Sm are all non­
vanishing, we have Class III. When jm = 0, we have 
Class I, (i); when k m = 0, we have Class I, (ii); when 
jm = k m = 0, we have Class I, (iii); when Sm = 0, we 
have Class II; these are all degenerate representations. 
Therefore, for finite representations, degenerate also 
means that the Young diagram is degenerate. 

The relation between a Young diagram and jm, 
km' Sm can be shown very simply. When we decompose 
SU(2, 2) with respect to SU(2) X SU(2) X U(1), we 
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have for the three basic Young diagrams 

0= (j = 0, k = l, A = -l) 
+ (j = l, k = 0, A = !) 

= «jm = l, k m = 0, Am = l», 
~ = (j = l, k = 0, A = -l) 
tj + (j = 0, k = t, A = l) 

= «jm = 0, km = l, Am = l», 
8 = (j = 0, k = 0, A = -1) 

+ (j = l, k = l, A = 0) 

+ (j = 0, k = 0, A = 1) 

= «jm = 0, k m = 0, Am = 1», 

where we recall (j, k, A) is an irreducible repre­
sentation of SU(2) X SU(2) X U(1) and «jm' km' Am» 
is a finite irreducible representation of SU(2, 2). 
Therefore, for a given Young diagram which has 2jm 

columns of 0, sm columns of 8, and 2km columns 

of §, the state of maximum weight (maximal A) is 

constructed from 

2jm X (j = l, k = 0, A = l) 
+ 2km X (j = 0, k = t, A = l) 
+ smX (j = 0, k = 0, A = 1) 

= (j = jm, k = km' A = jm + km + Sm = Am)· 

We now consider the problem of the decomposition 
of a finite irreducible representation of SU(2, 2) into 
unitary irreducible representations of the maximal 
compact subgroup SU(2) X SU(2) X U(I), and the 
multiplicities of these representations. 

Theorem 2: The decomposition of a finite irreducible 
representation «jm, km' Am» of SU(2, 2) into unitary 
irreducible representations (j, k, A) of the maximal 
compact subgroup SU(2) X SU(2) X U(I) and the 
multiplicities M(j, k, A) of these representations are 
given as follows: 

Let P = j + k, q = j - k, Pm = jm + km' then Iql ::;; P always, and for P ~ Pm' Iql ::;; Pm· 
(a) Degenerate representations: M(j, k, A) = 1 for all allowed values ofj, k, and A. 
Class I. Sm = 1, 2, 3, .... 

(i) jm = 0, km = l, 1, t, 2, .... 

P = Pm } P = Pm + 1 } } 
-sm ::;; q + A ::;; Sm -Sm + 1 ::;; q + A. ::;; sm - 1 ••• 

-2pm - sm::;; q - A::;; 2Pm + Sm -2pm - sm + 1 ::;; q - A::;; 2Pm + sm - 1 

-s +:;::: ~ S _ S } ... } P ; :mA : S; } (5.14) 

-2pm - S: + S ~ q - A ~ 2;m + Sm - S -2pm ::;; q - A. ::;; 2pm ' 

where S = 0, 1, 2, ... , sm. Here, we have the general restriction, 

-Pm::;;q::;;Pm. -sm+S::;;q+A::;;Sm- S, means 
q + A. = -Sm + s, -Sm + S + 2, -sm + S + 4,···, Sm - s; 

and 
-2pm - Sm + S ::;; q - A ::;; 2Pm + Sm - S means 

q - A = -2pm - Sm + s, -2pm - Sm + S + 2, -2pm - sm + S + 4, ... , 2Pm + Sm - S, 
(ii) k m = 0, jm = t, 1, t, 2, ... is the same as (5.14) with q ~ -q. 
(iii) jm = k m = ° is the same as (5.14) with Pm = 0, q = 0. 
Class II. sm = 0, jm, k m = 0, t, 1, t, .... 
(i) jm> k m 

jm - k m = integer, or half-integer 

-2(jm - k~ :~m +-Ak~ 2(jm _ k m)} ... } -2(jm _ k m ) ~: ~ q-+k;: ;Um - k m) + y} ... } 
q-A=O -y::;;q-A::;;y 

P =jm + km } 

-2jm ::;; q + A ::;; 2jm , (5.15) 

-2km ::;; q - A::;; 2km 

where y = 0,1,2,···, 2km. -y::;; q - A::;; y means thatq - A = -y, -y + 2, -y + 4,···, y. 
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(ii) k m > jm is the same as (5.15) withjm~ km' q -+ -q. 
(iii) jm = k m is the same as (5.15) withjm = k m. 
(b) Nondegenerate representations M(j, k, A) ;;:: 1 for all allowed values of j, k, i .. 
Class III. Sm = 1,2,3, ... ,jm' k m = t, 1,1-, .... 
(i) j,n > km' 

-2(jm - k m) - sm ~ q + A ~ 2(jm - k m) + Sm 

-Sm ~ q - A ~ Sm 

Iql ~P 

P =jm - k m + S 

-2(jm - k m) - Sm - S ~ q + A ~ 2(jm - k m) + Sm + S 

- (sm + s) ~ q - A ~ Sm + S 

Iql ~p 
P = Pm =jm + k m P =jm + k m + Y 

-(2jm + Sm) ~ q + A ~ 2jm + Sm -(2jm + Sm - y) ~ q + A ~ 2jm + Sm - Y 

- (2km + Sm) :::;; q - A ~ 2km + Sm -(2km + Sm - y):::;; q - A ~ 2km + Sm - Y 

Iql:::;;p = Pm Iql :::;;Pm 

1945 

P =jm + k m + Sm 

-2jm ~ q + A ~ 2jm 
, (5.16) 

- 2km ~ q - A :::;; 2km 

where S = 0,1,2,"', 2km , and,y = 0,1,2,"', sm' 
The multiplicities of (j, k, A) are given as follows: 

(a) p = jm - km + s, S = 0, 1,2, ... ,2km 

q =jm - km + y, 

A = jm - km ± (s + Sm - Y - 2t), 

Iql ~Pm 

M(j = jm - km + ~ +!, k = ~ - ~'A) = min {t + 1, 2km + Sm - S + 1, S - Y + I}, 
2 2 2 2 

where S + Sm - Y t = 0, 1, 2, ... , 2 (S + Sm - Y = even) 

S + Sm - Y - 1 (s + Sm _ Y = odd) 
2 

y = 0, 1,2, ... , s. 

q =jm - km' 

A = jm - km ± (s + Sm - 2t), 

M(j = jm - km + ~,k = ~,;.) == min {t + 1, 2km + Sm - S + 1, S + I}, 

h S + Sm were t = 0, 1, 2, ... , -2- (S + Sm = even) 

S + Sm - 1 
(s + Sm = odd). 

2 

... , 
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q =jm - k m - y, 

A = jm - k m - Y ± (S + Sm - 2t), 

M(j + jm - km + ~ - ~, k = ~ + ~'A) = min {t + 1, 2km + Sm - S + 1, S + 1}, 
2 2 2 2 

where O 1 S + Sm t= 2···--, " , 2 (S + Sm = even) 

S + Sm - 1 
(s + Sm = odd) 

2 

Y = 0, 1,2, ... ,jm - km (jm - km = integer) 

,jm - km - t (jm - km = half integer). 

Due to symmetry, whenj+t k, q --+ -q, A --+ -A, M(j, k, A) = M(k, j, -A). 

(b) p = jm + km + s, S = 0, 1,2, ... , Sm 

q =jm - km + y, 

A = jm - km ± (2km - S + Sm - Y - 2t), 

M(j = jm + ~ + ~, k = k m + ~ - ~'A) = min {t + 1, 2km + S - Y + 1, 2km + 1, Sm - S + 1} 
2 2 2 2 

where t - 0 1 2 . .. 2km - S + Sm - Y 
- , '" 2 (2km - S + Sm - Y = even) 

2km - S + Sm - Y - 1 
(2km - S + Sm - Y = odd) 

Y = 0, 1,2,·· ·,2km 

q =jm - km 

2 

A = jm - km ± (2km - S + Sm - 2t) 

M(j = jm + ~, k = k m + ~'A) = min {t + 1, 2km + 1, sm - S + 1} 

where t = 0 1 2 ... 2km - S + Sm 
, '" 2 (2km - S + Sm = even) 

2km - S + Sm - 1 
(2km - S + Sm = odd) 

2 

q =jm - k m - y, 

A = j m - km - Y ± (2km - S + Sm - 2t), 

M(j = jm + ~ -! ,k = km + ~ + ~'A) = min {t + 1, 2km + 1, Sm - S + 1}, 
2 2 2 2 

where t = 0 1 2 ... 2km - S + Sm 
, '" 2 (2km - S + Sm = even) 

2km - S + Sm - 1 
(2km - S + Sm = odd) 

2 

Y = 0, 1,2,··· ,jm - km (jm - km = integer) 

,jm - km - t (jm - k m = half integer). 

Again, whenj+t k, q --+ -q, A --+ -A. M(j, k, A) ;:::: M(k, j, -A). 

(5.17) 

(5.18) 
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(ii) km > jm, is the same as (S.16)-(S.18) with 
jmf--+km,q-+ -q. 

(iii) jm = km is the same as (S.16)-(S.18) with 
jm = km· 

Proof" See Appendix E. We remark that for non­
degenerate representations, the multiplicity M(j, k, A) 
is given by the minimum of four numbers. Three of 
them are given by [see (S.17) and (S.18)] P = j + k, 
q = j - k, Iql ~ p, Iql ~ Pm); 

(a) t + 1, (S.19a) 

(b) P - Po + 1 (Iql ~Po,Po = Ijm - kmD, 
(S.19b) 

P - Iql + 1 = 2j + 1 (k ~ j) (Iql ~ Po), 

= 2k + 1(j ~ k), 

(c) Pm + sm - P + 1. 

(S.19c) 

(S.19d) 

They are all "distances" in the P-A diagram: (a) 
for given j, k the allowed A ranges from A = AI, 
Al + 2, Al + 4, ... , A2 , and 2t = min {A - AI' 
A2 - A}. (b) for Iql ~ Po, P - Po = distance to 
the boundary (p = Po); for Iql ~ Po, P - Iql = 
distance to (p =Iql, the minimal value of P where q 
first appears). (c) Pm + ~m - P = distance to the 
boundary (p = Pm + sm)· 

Equation (S.19c) gives the maximal possible value 
for M(j, k, A). This is the result of a theorem due to 
Harish-Chandral2 and Godement.13 For completeness, 
in Appendix E we state this theorem and apply it to 
our problem. 

The fourth number is 

(d) Pm - Po + 1 = 2jm + 1 (km ~ jm) 

= 2km + 1 (jrn ~ km), (S.1ge) 

and is the absolute upper bound for all M(j, k, A) in 
the irreducible representation (Um' km' Am». 

To summarize the above remarks, we have 

M(j, k, A) 

= min {t + 1, P - Po + 1, P - Iql + 1, 
Pm + sm - P + I,Pm - Po + I}. (S.20) 

VI. UNITARY IRREDUCIBLE 
REPRESENTATIONS IN THE 

DISCRETE SERIES 

We now proceed to the study of unitary repre­
sentations. Let 

j(j, "'; k, v; A; cx.) = Ij, "'; k, v; A; cx.) 

12 Harish-Chandra, Trans. Am. Math. Soc. 75, 185 (1953); 76, 
26 (1954); 76, 234 (1954). 

18 R. Godement, Trans. Am. Math. Soc. 73, 496 (1952). 

be vectors (states) in a unitary representation. Then, 
we have 

(f(j + t, '" + t; k + t, v - i; A + 1; (J), 

P+/(j, I'; k, v; A; cx.» 

= (P_/(j + t, '" + t; k + t, v - t; A + 1; (J), 

/(j, "'; k, v; A; cx.» (6.1) 

and using Eqs. (2.41a) and (2.43b), Eq. (6.1) reduces 
to 

al(j, k, A)aP = -b:U + t, k + t, A + I)Pa. (6.2) 

Using Eq. (2.49), we finally have 

al(j, k, A)aP = -ai(j, k, A)ap. (6.3) 

Therefore, al(j, k, A)ap is purely imaginary. Similarly, 
we can show that a2(j, k, A)aP, and a3(j, k, A)ap are 
purely real, and a4(j, k, A)aP is purely imaginary; 
alsobl(j, k, A)apandbij, k, A)"p are purely imaginary, 
and b2(j, k, A)aP and b3(j, k, A)ap are purely real. 
Hence, 

a~(j, k, A)aP, a~(j, k, A)aP, b~(j, k, A)aP, 

and 
b:(j, k, A)aP ~ 0 (6.4) 

a~(j, k, A)aP, a:(j, k, A)aP, b~(j, k, A)aP, 

b:(j, k, A)aP ~ O. (6.S) 

Equations (6.4) and (6.S) are the only conditions 
imposed on the functions a~(j, k, A)aP and b~(j, k, A)aP 
from the unitary nature of the representation. They 
are sufficient to determine all degenerate unitary 
irreducible representations. For the nondegenerate 
unitary irreducible representations, due to the 
difficulties mentioned in Sec. IV, the general solution 
of the problem is much more difficult to obtain. In 
this paper, we study the unitary irreducible repre­
sentations in the discrete series, where we have been 
able to classify all degenerate and nondegenerate 
representations. 

First, we state an important theorem due to 
Harish-Chandra.14 

Theorem: (Harish-Chandra) If the rank of a semi­
simple noncompact group G is equal to that of its 
maximal compact subgroup, then for any finite­
dimensional representation F of G, there exist two 
irreducible unitary representations in the discrete 
series of G which have the same infinitesimal char­
acter as F and can be represented over the space of 
holomorphic functions on G/A, where A is the 
maximal Abelian subgroup of G. 

14 Harish-Chandra, Acta Math. 113, 241 (1965); 116, 1 (1966). 
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In our case G = SU(2, 2), SU(2) x SU(2) x U(I) 
is its maximal compact subgroup. Both groups are of 
rank 3, and the theorem is applicable. For the finite 
irreducible representations, we have 

C2 = 2jm(jm + 1) + 2km(km + 1) + Am(J'm + 4), 
(5.2) 

C3 = -(Am + 2)(jm - km)(jm + k m + 1), (5.3) 

C, = H{)'m + 2)2 - 4jm(jm + 1)] 

x [(Am + 2)2 - 4km(k". + 1)] - (Am + 2)2. (5.4) 

According to Harish-Chandra's theorem, for a given 
finite irreducible representation «jm, km' Am», there 
exist two inequivalent unitary irreducible repre­
sentations in the discrete series which take on the 
same eigenvalues for C2 , Ca, and C, as given in Eqs. 
(5.2)-(5.4). 

There are actually two discrete series, namely the 
D- series, and the D+ series. The unitary irreducible 
representations in D- are semi-infinite dimensional 
where all the allowed values of A are negative. For such 
a unitary representation in D-, there exists a state 
Ij = Jm , k = Km , A = Am), (we omit the labels fl, v, 
and ex), such that 

al(Jm, Km, Am) = a2(Jm, Km, Am) 

= a3(Jm, Km, Am) = a,(Jm, Km, Am) = 0, (6.6) 

and all the allowed A satisfies 

A~ Am. 

We see, therefore, that if (Refs. 9 and 10) 

Jm = km' Km = jm' and Am = -Am - 4, (6.7) 

Eqs. (4.la)-(4.3a) give us 

C2 = 2Jm(Jm + 1) + 2Km(Km + 1) + Am(Am + 4) 

= 2jm(jm + 1) + 2km(km + 1) + Am{).m + 4), 
(6.8) 

C~ = -(Am + 2)(Jm - Km)(Jm + Km + 1) 

= -(Am + 2)(jm - km)(jm + k m + 1), (6.9) 

C, = H(Am + 2)2 - 4Jm(Jm + 1)] 

x [(Am + 2)2 ..:.. 4Km(Km + 1)] - (Am + 2)2 

= H(Am + 2)2 - 4jm(jm + 1)] 

X [(Am + 2)2 - 4km(km + 1)] - (Am + 2)2. 

(6.10) 

Similarly, we next consider the D+ series. The 
unitary representations in D+ are also semi-infinite 
dimensional, and all the allowed values of A are 
positive. For a given unitary irreducible representation 

in D+, the state 

Ij = Km = jm' k = Jm = km' A = -Am = Am + 4) 

exists, such that 

bl(jm' km' Am + 4) = b2(jm, km' Am + 4) 

= b3(jm, km' Am + 4) = b,(jm' km' Am + 4) = 0, 
(6.11) 

and all the allowed A satisy 

A ~ Am + 4. 

We see, therefore, that Eqs. (4.Ib), (4.2b), and 
(4.3b) also give Eqs. (6.8)-(6.10). It is interesting to 
note the complete symmetry and complementarity 
between Eq. (6.6) and Eq. (5.5), and also Eq. (6.11) 
and Eq. (5.1). 
. By c~angingj +--t k, A ~ -A, we go from a unitary 
IrreducIble representation in the D- series to a 
unitary irreducible representation in the D+ series. 
Th.erefore, in the following, we need to study only 
umtary representations in the D- series. 

In contrast to the six boundaries of finite-dimen­
sional. repr.esentations, .(5. 13a)-(5.13f), unitary repre­
s~ntatlOns In the D- senes have only three boundaries, 
gIVen by the equations, 

P + A = J m + Km + Am, 
P - A = J m + Km - Am, 

P = Po = IJ m - Kml· 

(6.l2a) 

(6.12b) 

(6.12c) 

~hen Jm = 0, or Km = 0, then the boundary (6.12b) 
IS absent, and we have what will be called degenerate 
boundaries. We see shortly that degenerate boundaries 
imply degenerate representations. In fact, the last 
remar~ applies also to finite-dimensional repre­
~entatlOns, where we see that degenerate boundaries 
Imply degenerate Young diagrams which imply 
degenerate representations. (see Fig. 2). 

Equation (5.11) gives us all the finite representations, 
and through Eq. (6.7) therefore, gives us almostl6 all 
the unitary representations in the D- series. On the 
boundaries (6.12a) and (6.12b), we have,similar to 
Eqs. (5.8)-(5.9), 

a~(Jm - ~,Km - ~,Am - t) 
= teAm + Jm + Km - t + 3) 

(21 m - t + 2)(2Km - t + 2) 

= _ t(t + Sm + 1) 
(21m - t + 2)(2Km - t + 2) ~ 0, 

t = 0, 1,2, .. " tm = 2 X min (Jm , K m), (6.13a) 

• 10 In Theorem 3, (a), Sm = 0, 1,2,3, .... However, from a study 
In Ref. 9, Sm = -2, -1 are also allowed. 
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and 

b4
2 (J -.!. K -.!. A - t) 

m 2' m 2' m 

= _ (t + l)(t + Sm + 2) < 0, 
(2J m - t + 1)(2Km - t + 1) 

t = 0, 1, 2, ... , tm - 1, 

(6.13b) 

a~(Jm +~, Km + ~,Am - s) 
sCAm - Jm - Km - S + 1) 

= 
(2J m + s)(2Km + s) 

= _ s(2Jm + 2Km + Sm + S + 3) < 0, (6. 14a) 
(2J m + s)(2Km + s) -

and 

= _ (s + 1)(2J m + 2Km + Sm + S + 4) < 0, 
(2J m + S + 1)(2Km + S + 1) 

s = 0, 1,2, .. '. (6. 14b) 

We observe that Eqs. (6.13) and (6.14) are all negative, 
satisfying Eq. (6.4). We further notice that Eq. (6.14b) 
never vanishes, and s increases without bound, in 
contrast to Eq. (5.9b), where s has the upper bound 
Sm' The infinite-dimensional nature of the unitary 
representations is therefore obvious. Consequently, 
in the decomposition of a unitary irreducible repre­
sentation, M(j, k, .?) maya priori be finite or infinite. 
But from a theorem of Harish-Chandra and Godement 
(see Appendix E), M(j, k, .?) ::;; 2 x min (j, k) + 1 
and is always finite. 

From now on, a unitary irreducible representation 
in the D- series which satisfies the conditions Eqs. 
(6.6)-(6.10) will be denoted by D-(Jm' Km , Am). The 
decomposition of D-(J m' Km , Am) into an infinite 
sum of (j, k, .?) with multiplicity M(j, k, .?) is now 
considered, and the results are stated in the following 
theorem. 

Theorem 3: The decomposition of an unitary 
irreducible representation D-(J m' Km , Am) in the 
discrete series of SU(2,2) into unitary irreducible 
representations (j, k,.?) of the maximal compact 

subgroup SU(2) X SU(2) X U(l) with multiplicity 
M(j, k,.?) is given as follows: 

Let P = j + k, q = j - k, Pm = J m + Km. 

(a) Degenerate representations: 
M(j, k, .?) = 1 for all allowed values of j, k, .?. 

Am = -Jm - Km - Sm - 4, 

where Sm = 0, 1, 2, 3, .. " (from Part II we also 
have Sm = -2, -1). 

(i) Jm = 0, Km = t, 1,}, ... 

} 

P = Pm + 1 }} 
q = -Pm + Y q = -Pm + Y ••• 

.? = Am - Y - 2t .? = Am - Y - 2t - 1 

P=Pm 

P =Pm + S } 

q = -Pm + Y 

.? = Am - Y - 2t - S 

(6.15) 

where 0 ::;; Y ::;; 2Pm, S, t = 0, 1, 2, .... 

(ii) Km = 0, Jm = t, 1,}, ... 

} 

P = Pm + 1 }} 
q = Pm - Y q = Pm - Y .•• 

.? = Am - Y - 2t .? = Am - Y - 21 - 1 

P=Pm 

P = Pm + S I 
q = Pm - Y j 
.? = Am - Y - 2t - S 

where 0::;; Y ::;; 2Pm, S, t = 0, 1,2, .. '. 

(iii) J m = Km = 0 

p=O }P=1 }} 
q=O q=O ... 

.? = Am - 21 .? = Am - 2t - 1 

P=s } 
q=O 

.? = Am - 2t - S 

wheres, t = 0,1,2,···. 

(b) Nondegenerate representations: 

M(j, k,.?) ~ 1 for all allowed values of j, k, .?. 

Am = -J m - Km - Sm - 4, 

where Sm = 0, 1,2,3, ... [from Eq. (6.13ab) we 
also have Sm = -1]. 
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(i) Jm ~ K m , K", = 1, 1, t, ... 
(a) p = Jm - Km + s, s = 0,1,2, ... , 2Km, 

q =Jm - Km + y, 

A = Am - 2Km + s - Y - 21, 

M(j, k, A) = min {I + 1, 2Km + 1 - s + 1, 
s - y + I}, ... , 

where 

1 = 0, 1,2,3, ... , 

y = 0, 1, 2, ... , s. 

q =Jm - Km, 

A = Am - 2Km + s - 21, 

M(j, k, A) = min {I + 1, 2Km + 1 - s + 1, 

s + I} 
where 

t = 0, 1,2,3, .... 

q =Jm - Km - y, 

A = Am - 2Km + s - Y - 21, 

M(j, k, A) = min {I + 1, 2Km + 1 - s + 1, 

s + 1, 2J m - 2Km + s - Y + I} 
where 

t = 0, 1,2,3, ... , 

y = 0, 1,2, ... , 2(Jm - Km) + s. 

... , 

(b) P = Jm + Km + s, s = 0, 1,2,3, ... , 

q =Jm - Km + y, 

A = Am - s - y - 21, 

M(j, k, A) = min {I + 1, 2Km + s - y + 1, 
2Km + I}, ... , 

where 

1 = 0, 1,2, ... , 

y=0,1,2,···,2Km· 

q =Jm - Km , 

A = Am - s - 21, 

M(j, k, A) = min {I + 1, 2Km + I}, 

where 

1 = 0, 1,2, .... 

q =Jm - Km - y, 

A = Am - s - Y - 21, 

is the same as (i) with the change J m +--+ K"., q ---+ -q. 

Proof· For clarity of presentation the proof for 
degenerate representations will be given in Paper II 
of this series, and that for nondegenerate repre­
sentations in Paper III. 

Similarly, for the D+ series, we immediately have 

Theorem 4: The decomposition of an unitary 
irreducible representation D+(Km , Jm , -Am), de­
fined in Eq. (6.11), in the discrete series of SU(2, 2) 
into unitary irreducible representations (j, k, A) of 
the maximal compact subgroup SU(2) x SU(2) x 
U(l) with multiplicity M(j, k, A) is given by the 
results from Theorem 3 with the change j+--+ k 
(q ---+ -q) and A ---+-A. 
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APPENDIX A. RELATIONS AMONG 
ai(j, k,).) AND bi(j, k, ).) 

From the commutation relations (2.26)-(2.31), we 
obtain the following relations: 

(k + 1) 1 a1U, k, A)"pa2U + 1, k + t, i + l)p/J 
p 

= k 1 a2U, k, A)"paij + t, k - t, A + l)p/J' (Ala) 
p 

U + 1) 1 alU, k, A)"paaU + t, k + t, A + l)pp 
p 

= j 1 aaU, k, A)"paiU - t, k + t, A + l)pp, (A2a) 
p 

U + 1) 1 a2U, k, A)"pa4U + 1, k - t, A + l)pp 
p 

= j 1 aij, k, A)"pa2U - t, k - t, A + l)pp, (A3a) 
p 

(k + 1) 1 aaU, k, A)"paij - t, k + t, A + l)p/J 
p 

= k 1 aij, k, A)"paaU - t, k - t, A + l)pp, (A4a) 
p 

U + 1) 1 {alU, k, A)"paij + t, k + t, A + l)pp 
p 

+ a2U, k, A)"paaU + 1, k - 1, A + l)pp} 

= j 1 {aaU, k, A)"pa2U - t, k + t, A + l)pp 
p 

+ aij, k, A)"palU - t, k - t, A + l)pp}, (A5a) 
M(j, k, A) = min {I + 1, 2Km + I}, 

where 
. (6.16) (k + 1) 1 {a 1U, k, A)"paij + t, k + t, A + l)pp 

1 = 0, 1,2, ... , 

y=0,1,2,···,2Jm. 

(ii) Km > J m , J m = 1, 1, t, ... 

p 

+ aaU, k, A)"pa2U - 1, k + 1, A + l)pp} 

= k 1 {a2U, k, A)"paaU + 1, k - t, A + l)pp 
p 

+ a4U, k, A)"palU - t, k - t, A + l)pp}. (A6a) 
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Similarly, we have 

(k + 1) ! b1(j, k, A)"pb2(j + t, k + t, ), - l)pp 
p 

= k! b2(j, k, )')"pb1(j + t, k -t, A - l)pp. (Alb) 
p 

Equations (A2b)-(A6b) follow in the same manner. 
We also have the following relations among the 

a.(j, k, ),) and b.(j, k, ),): 

! a1(j, k, A)"pb1(j + t, k + t, A + l)pp 
p 

= ! b1(j, k, )')"pa1(j + t, k + t, A - l)pp, (A 7) 
p 

! a2(j, k, A)"pb2(j + t, k - t, ), + l)pp 
p 

(k + I)! {aa(j, k, ),)"pbij - t. k + t, ), + l)pp 
p 

+ ba(j, k, )')"pa4(j - t, k + t, ), - l)pp} 

= k! {alj, k, )')"pba(j - t, k - t, A + l)pp 
p 

+ blj, k, A)"paa(j - t, k - t, ), - l)pp}, (A16) 

(j + I)! {a1(j, k, ),)"pblj + t, k + t, A + l)pp 
p 

+ b1(j, k, A)"paa(j + t, k + t, ), - l)pp} 

= j! {aa(j, k, )')"pb1(j - t, k + t, A + l)pp 
p 

+ ba(j, k, A)"pa1(j - t, k + t,)' - l)pp}, (A17) 

(j + I)! {a2(j, k, ),)"pblj + t, k - t, ), + l)pp 
p 

=! b2(j, k, )')"pa2(j + t, k -t,)' - l)pp, (AS) + b2(j, k, )')"pa4(j + t, k -t,)' - l)pp} 
p 

! aa(j, k, )')"pba(j - t, k + t, A + l)pp 
p 

= ! ba(j, k, A)"paa(j - t, k + t, A - l)pp, 
p 

! alj, k, ),)"pbij - t, k - t, ), + l)pp 
p 

(A9) 

= j! {alj, k, A)"pb2(j - t, k - t,)' + l)pp 
p 

+ bij, k, ).)"pa2(j - t, k - t, ). - l)pp}. (A1S) 

Equations (A7)-(AIS) are all homogeneous re­
lations. Now, we also have two inhomogeneous 
relations, 

= ! bij, k, )')"paij - t, k - t, ), - l)pp, 
p 

(AlO) (j + I)! {a1(j, k, ).)"pbij + t, k + t, A + l)pp 

! {a1(j, k, )')"pb2(j + t. k + t, A + l)pp 
p 

+ a2(j, k, A)"pb1(j + t, k - t, ), + l)pp} 

= ! {b1(j, k, )')"pa2(j + t, k + t, A - l)pp 
p 

+ b2(j, k, A)"pa~(j + t, k - t, ), - l)pp}, (A11) 

! {aa(j, k, )')"pb4(j -t, k + t, A + l)pp 
p 

+ alj, k, A)"pba(j - t, k - t,)' + l)pp} 

= ! {ba(j, k, A)"pa4(j - t, k + t, A - l)pp 
p 

+ blj, k, A)"palj - t, k - t, ), - l)pp}, 

! {a1(j, k, )')"pba(j + t, k + t,), + l)pp 
p 

+ aa(j, k, ).)"pb1(j - t, k + t, A. + l)pp 

= ! {b1(j, k, ).)"pa3(j + t, k + t, A - l)pp 
p 

(A12) 

+ b3(j, k, A)"pa1(j - t, k + t, A - l)pp}, (A13) 

! {a2(j, k, ).)apbij + t, k - t,). + l)pp 
p 

+ aij, k, ).)"pb2(j - t, k - t, ). + l)pp} 

= ! {b2(j, k, ).)"pa4(j + t. k - t, ). - l)pp 
p 

+ b4(j, k, ).)"pa2(j - t, k - t, A - l)pp}, (A14) 

(k + I)! {a1(j, k, ).)"pb2(j + t, k + t, ). + l)pp 
p 

+ b1(j, k, ).)"pa2(j + t, k + t, ). - l)pp} 

= k! {a2(j, k, A)"pb1(j + t, k - t, ). + l)pp 
p 

+ bh, k, A)"pa1(j + t, k - t, A - l)pp}, (A15) 

p 

+ alj, k, A)"pbij + t, k - t, ). + l)pp 

+ b1(j, k, ).)"pa4(j + t, k + t, A - l)pp 

+ b2(j, k, A)"pa3(j + t, k - t, A - l)pp} 

-j! {a3(j, k, ).)"pb2(j -l. k + t, A + l)pp 
p 

+ a4(j, k, A)"pb1(j - t, k - t, ). + l)pp 

+ ba(j, k, ).)"pa2(j - t, k + t, A - l)pp 

+ bij, k, ).)"pa1(j - t, k - t, A - l)pp} 

+ CJ"p = 0, (A19) 

(k + I)! {a1(j, k, A)«pb4(j + t, k + t,). + l)pp 
p 

+ aa(j, k, A)lI.pb2(j - t, k + t, ). + l)pp 

+ b1(j, k, ).)"paij + t, k + t, ). - l)pp 

+ ba{j, k, ).)"pa2(j - t, k + t, ). - l)pp} 

-k! {a2(j, k, ).)"pba(j + t, k - t, A + l)pp 
p 

+ aij, k, ).)"pb1(j - t, k - t, ). + l)pp 

+ b2(j, k, ).)"paij + t, k - t, A - l)pp 

+ b4(j, k, A)"pa1(j - t, k - t, ). - l)pp} 

+ ()"p = o. 
Finally, we have the relation 
4 

! ! alj, k, ).)"pai(j, k, A)pp 
i=1 P 

4 

(A20) 

= !! b;(j, k, A)"pMj, k, A)pp. (A21) 
i=1 p 
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APPENDIX B. OFF-DIAGONAL ELEMENTS 
OF C2 , Ca, C4 , AND Fa 

For IX :;l= {J, we have from Eqs. (3.1)-(3.3), and (3.6) 

! {(j + l)(k + l)a1(j. k, A)"pa1(j, k, A)//p 

p - (j + l)ka2(j, k, A)"palj, k, A)//p 

- j(k + l)aaCj, k, A)"paa(j, k, A)//p 

+ jka4(j, k, A)"pa4(j, k, A)//p} = 0, (Bl) 

! {(j + 1)(k + 1)(j - k)a1(j, k, A)"pa1(j, k, A)//p 

p - (j + l)k(j + k + l)a2(j, k, A)"pa2(j, k, A)//p 

+ j(k + 1)(j + k + 1)aa(j, k, A)"paa(j, k, A)//p 

- jk(j - k)aij, k, A)"pa4(j, k, A)//p} = 0, (B2) 
4 

Jk(j + 1)(k + 1) !! aD, k, A)"pa;(j, k, A)//p 
i=1 p 

= -!{(P_Q_ - S_L)(P+Q+ - S+T+)},,//, (B3) 

where {(P_Q_ - S_L)(P+Q+ - S+T+)},,// is given by 
Eq. (4.4). Finally, 

! {(j + l)(k + 1)(j + k)al(j, k, A)"pa1(j, k, A)//p 
p 

- (j + l)k(j - k - 1)a2(j, k, A)"pa2(j, k, A)//p 

+ j(k + 1)(j - k + l)aa(j, k, A)"paa(j, k, A)//p 

- jk(j + k + 2)aij, k, A)"pa4(j, k, A)//p} = o. (B4) 

Similarly, we can write identical expressions for the 
bi(j, k, A). 

APPENDIX C. COMMUTATION RELATIONS 
BETWEEN F3 AND P±, Q±, S±, AND T± 

[Fa, P+l = {-lC2 + t(Ro - 2)(Ro + 3) + (J2 + K2) 

- 2(la - !)(Ks + !)}P+ - 2(la - !)LS+ 

- 2(Ka + !)I+T+ - 2LI+Q+ 

+ 2Q_(S+T+ - P+Q+), (Cl) 

[Fa, P-l = aC2 - t(Ro + 2)(Ro - 3) - (J2 + K2) 

+ 2(la + !)(Ka - !)}P _ + 2(la + !)K+S_ 

+ 2(Ka - !)I_L + 2J_K+Q_ 

- 2Q+(S_L - P_Q_). (C2) 

The other six commutation relations can similarly 
be written down. However, they provide no new 
information, and are omitted here. 

The matrix elements of the commutation relations 
(Cl) and (C2) are very import~nt. They will playa 
vital role in the discussion of Paper III. Equation 
(Cl) gives us four relations, 

a1(j, k, A),,//{{J - IX + lC2 - lA(A + 3) 

- (j + k + 1)2 + !} 
= -2! (P +Q+ - S+T+)""b1(j, k, A + 2),,//, (C3) 

" 

a2(j, k, A),,//{{:J - IX + lC2 - lA(A + 3) 

- (j - k)2 + i} 
= -2! (P +Q+ - S+T+)""b2(j, k, A + 2),,//, (C4) 

" 
aa(j, k, A),,//{{:J - IX + lC2 - lA(A + 3) 

_ (j _ k)2 +!} 
= -2!(P+Q+ - S+T+)""ba(j, k, A + 2),,//, (C5) 

" 
aij, k, A),,//{{J - IX + lC2 - lA(A + 3) 

- (j + k + 1)2 + !} 

= -2! (P +Q+ - S+T+)""bij, k, A + 2),,//. (C6) 
" 

Similarly, Eq. (C2) gives us 

b1(j, k, A)"y{y - IX - lC2 + lA(A - 3) 

+ (j + k + 1)2 - !} 

= 2 ! (P _Q_ - S_L)"Tal(j, k, A - 2)TY' (C7) 
T 

blj, k, A)"y{y - IX - lC2 + lA(A - 3) 
+ (j _ k)2 _!} 

= 2!(P_Q_ - S_L)"Talj, k, A - 2)TY' (C8) 

bsCj, k, A)"y{Y - IX - lC2 + lA(A - 3) 
+ (j _ k)2 _!} 

= 2 ! (P _Q_ - S_L)"Taa(j, k, A - 2)TY' (C9) 
T 

bij, k, A)"y{Y - IX - lC2 + lA(A - 3) 

+ (j + k + 1)2 - !} 

= 2! (P _Q_ - S_L)"Taij, ~, A - 2)TY. (CI0) 
T 

We observe that Eq. (C3) is similar in structure with 
Eq. (C6); also (C4) with (C5), (C7) with (C10), and 
(C8) with (C9). These properties will be utilized 
extensively in Paper III. 

APPENDIX D. PROOFS FOR 
THEOREMS 1 AND 2 

The relation between a Young diagram and jm' 
km' Sm has already been mentioned in the text 
following Theorem 1. There we see that the state of 
maximum weight Ijm' km' Am> exists such that 
Eq. (5.1) holds and Am = jm + km + sm' which is 
Eq. (5.10). The three classes of finite representations 
listed in Theorem 1 are the results, when we enumerate 
all the possible values of jm' km' and Sm. The problem 
of degeneracy and multiplicity is the content of 
Theorem 2, which we discuss next. 

The ,discussion and proof of Theorem 2 is much 
facilitated if we introduce the idea of a p-A diagram. 
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Class III:· 
p 

X 

(P"'ljm-kml, X=Xm-Pm+p) 

FIG. 1. Boundaries of a finite irreducible representation in the 
p-A plane. 

It is a diagram giving the boundaries of a finite 
irreducible representation in the P-A plane. In the 
decomposition of a finite representation «jm, km' Am» 
of SU(2, 2) into unitary irreducible representations 
(j, k, A) of the maximal compact subgroup SU(2) x 
SU(2) x U(1), the allowed values of j, k, A are such 
that P = j + k and A are all inside or on the boundaries. 
The most general p-A diagram is that of Class III, 
where jm ¥: 0, km ¥: 0, Sm ¥: 0. 

The P-A diagrams associated with Class I and Class 
II of the finite representations are the degenerate 
forms of Fig. 1, and are given in Fig. 2. 

The P-A diagrams in Figs. 1 and 2 are the dia­
grammatic representations ofEqs. (5. 13a)-(5. 13f). The 
allowed (j, k, A) of SU(2) X SU(2) X U(1) in 
«jm' km' Am» of SU(2, 2) can now be written down 
immediately, the results are stated in a compact form 
in Eqs. (5.14)-(5.16). The derivation of this part is 
quite simple, and involves only straightforward 
enumeration of all the states (j, k, A). 

Class I: sm ¥: ° 
(1) jm = 0, km ¥: ° 
(2) km = O,jm ¥: ° 
(3) jm = k tn = ° 

Class II: sm = ° 

or 

(1) jm ¥: 0, km ¥: 0, 
jm ¥: km 

(2) jm = km ¥: ° 

(3) jm ¥: 0, km = ° 
jm = 0, km:;l: ° 

/ 

\'------17 

FIG. 2. Degenerate forms of Fig. 1. 

The problem of multiplicity is much more com­
plicated. For degenerate representations, we put 
M(j, k, A) = 1 in the coupled recursion relations 
(4.12) and (4.13), and solve for the ai(j, k, A) and 
bi(j, k, A). Then, we demand that these solutions 
satisfy the appropriate conditions on the boundaries 
Eqs. (5.6), (5.7), etc. In this way, we find that the 
degenerate representations have only the allowed p-A 
diagrams given in Fig. 2. In this connection, we remark 
that representations of Class II require more caution 
on our part in the study of Eqs. (4.12) and (4.13), 
since the boundaries (5.13b) and (5.13f) "intrude" 
there. 

Since the only type of p-A diagram left now is that 
of Fig. I, we know it must be nondegenerate. Now we 
have the coupled diophantine recursion relations 
(4.12) and (4.13) to solve, where M(j, k, A) are 
unknown integers. However', from a detailed study of 
Eqs. (C3)-(ClO), which will be presented in Paper III 
in our discussion of nondegenerate unitary irreducible 
representations, we have a knowledge of the multiplic­
ity M(j, k, A) of the states (j, k, A). Once M(j, k, A) 
is known, Eqs. (4.12) and (4.13) can be solved for 
1""p a.(j, k, A)",p and 1""p bi(j, k, A)",p, which can be 
shown to satisfy the appropriate conditions on the 
boundaries Eqs. (5.6), (5.7), etc. Again the compli­
cation, due to the "intrusion" of the boundaries 
(5.13b) and (5.13f), has to be noted. 

So far, only a sketch of the proof to Theorems 1 
and 2 has been indicated. A detailed presentation of 
the algebraic steps involved would occupy several 
pages and is therefore omitted. However, in Papers II 
and III when we discuss the unitary irreducible 
representations in the discrete series, we shall present 
the relevant intermediate steps in the proof which 
is in every detail parallel that for the finite repre­
sentations. 

We conclude this appendix by giving the p-A 
diagram for the unitary irreducible representations in 
the discrete series. 

FIG. 3. p--A diagram for the unitary irreducible representations 
in the discrete series. 
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APPENDIX E. THEOREM OF 
RARISH-CHANDRA AND GODEMENT 

Let G be the noncompact group under consideration, 
and g its Lie algebra.16 The Cartan decomposition 
gives g = k + p, where k is the maximal compact 
subalgebra of g and p, a vector subspace. Let a 
denote a maximal Abelian subspace of p which can be 
contained in a Cartan subalgebra h of g. The Iwasawa 
decomposition now gives g = k + a + n, where n is 
a nilpotent subalgebra of g. Let the corresponding 
subgroups of G be K, A, and N, then G = KAN, in 
the sense that every element of G can be uniquely 
decomposed. Finally, let m be the centralizer of a in 
k, m = h (\ k. The corresponding subgroup M of K 
consists of elements which commute with A. Now 
denote D as an irreducible representation of K, and 
let N(D) = maximum number of times an irreducible 

18 For general reference on noncompact groups and Cartan and 
Iwasawa decomposition see: S. Helgason, Differential Geometry and 
Symmetric Spaces (Academic Press Inc., New York, 1962). R. 
Hermann, Lie Groups for Physicists (W. A. Benjamin, Inc., New 
York, 1966). . 
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representation of M occurs in restricting the repre­
sentation D to M. 

Theorem: If x -+ Trz is an irreducible representation 
of G, then D occurs at most N(D) times in the 
restriction of T to K. 

We now apply this important theorem to the group 
SU(2, 2) under consideration. Here G = SU(2, 2), 
K = SU(2) x SU(2) x U(1). The Abelian subalgebra 
a is two dimensional, and we may choose P + and Q+ 
as the two elements of this algebra, [P +, Q+l = O. 
The Cartan subalgebra h now contains the three 
elements P +, Q+, and Is + Ka; the subalgebra m is 
one dimensional and consists of Is + Ks only. 

We now illustrate the application of the theorem of 
Harish-Chandra and Godement with an example. 
Let D = (j, k, A) be an irreducible representation of 
K, then N(D) = 2 x min (j, k) + 1 is the number 
of times the irreducible representation Is + Ks = 
Ij - kl occurs in (j, k, A). The theorem now tells us 
that (j, k, A) occurs in an irreducible representation 
of G not more than N(D) times. 
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We prove the following theorem: Every finite-dimensional irreducible representation of the local 
current algebra 

[Fp(kl), F .. (ks)] = e~ .. FT(kl + ks), 

where the {e~ .. } are the structure constants of a semisimple Lie algebra L, has the form 

N 
Fp(k) -->- ! e1kziTt ' 

i=l 

where T; is a finite-dimensional representation of L, and for i # j, Xj # Xi; Tt commutes with Tj for 
all p and G. 

I F the local current algebras are assumed to satisfy 
the commutation relations 

where the {e~ .. } are the structure constants of a semi­
simple Lie algebra L, then it is of interest to study the 

• Research sponsored by th~ Air Force Office of Scientific 
Research, Office of Aerospace Research, United States Air Force, 
under AFOSR NR 42-65. 

representations of the system (1) consistent with 
Lorentz invariance. It may be hoped, and there is 
reason to believe, that the space of states of elementary 
particles is closely related to the space of such a 
representation. I 

We do not consider Lorentz invariance, which may 

1 See R. F. Dashen and M. Gell-Mann, Phys. Rev. Letters 17, 
340 (1966); also M. Gell-Mann, "Relativistic Quark Model as 
Representation of Current Algebra," (lecture notes from Inter­
national School of Physics "Ettore Majorana"), (to be published). 
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impose additional restrictions on the representations 
of Eq. (1).2 We prove the following. 

Theorem: Every representation of Eq. (1) which is 
finite dimensional and irreducible, has the form 

N 
Fp(k) ---+ ! eik'"'1 @ ••. @ T~i @ ..• @ 1, (2) 

i=1 

where T~i is a finite-dimensional irreducible repre­
sentation of L and Xi =F Xi' if i =F j. 

Finite-dimensional representations of Eq. (1) are 
of interest in quark models. We may call the T; of the 
abstract [which is the same as the 

1 @ ••• @ T'i @ ••• @ 1 
p 

of Eq. (2)] the representation of a quark at X;. It is 
interesting that the "trivial" representation (N = 1) 
is not the only irreducible representation, but that 
nothing more complicated than Eq. (2) can occur. The 
example at the end of the paper shows the typical sort 
of non triviality which can arise. 

It is likely that infinite-dimensional representations 
of the current algebra are the ones realized in nature. 
The theorem we prove may be a step toward aAheory 
for that case. In particular, the infinite analog of 
Eq. (2) is a nontrivial irreducible (formal) repre­
sentation of Eq. (1). Also, the parameters in Eq. (2) 
are viewed there as scalars. If they are considered to be 
operators, or variables defining a space on which 
space translations and rotations can act, then the 
representations (2) become infinite-dimensional. The 
difficulty is proving a uniqueness theorem. 

We first define precisely what we mean by a structure 
of the form (1) and by a representation of such a 
structure. Then we analyze the representation for 
some details, and prove the theorem. Finally, we note 
some properties of the representation (2). 

It is useful to remark that the group of vectors 
(kl' k2) ---+ kl + k2 can be replaced by an arbitrary 
commutative group. 

Definition: Let L be a semisimple Lie algebra, Jet G 
be a commutative group, then the set of pairs 

{(I, g) E L X G} (3a) 

with the multiplication law 

(3b) 

will be called a group-extended Lie algebra, and 
denoted La. 

I See F. Coester and G. Roepstorif, "Current Algebras at Infinite 
Momentum," Argonne National Laboratory, Report. 

Definition: By a representation T of a group­
extended Lie algebra La, we mean a map 

(4) 

where RE is an algebra of linear operators on a linear 
topological space E, which satisfies 

T(11 + a12' g) = T(ll' g) + aT(12' g) (5a) 
and 

(5b) 

Proposition 1: There is a basis 

ex=I···n 
E", Hi, 

i = 1···m 

for the Lie algebra L, such that for any representa­
tion T 

T(l, g) = ! ["T(E" , g) + ! liTCHi' g), (6) 
a ; 

where I", Ii E C and 

[T(H;, gl), T(H j , g2)] = 0, (7a) 

[T(Hi' gl), T(Ea, g2)] = rlex)T(Ea, glg2), (7b) 

[T(E" , gl), T(E_a, g2)] = ! ri(ex)T(Hi' glg2), (7c) 
i 

[T(Ea' gl), T(E{J, g2)] = N a{J T(Ea+{J' glg2). (7d) 

Proof: Proposition I follows from the corresponding 
properties for the Lie algebra L, and the linearity 
[Eq. (5a)] and commutation relations [Eq. (5b)] of a 
representation. 

Proposition 2: Let T denote an irreducible repre­
sentation on the finite-dimensional space E and let 
\';), \1]) E E denote basis elements, then: 

(a) The basis elements may be identified with 
eigenstates of the operators T(H;, g). 

(b) The basis elements may also be identified with the 
basis elements for a representation of the Lie algebra 

{(l, e)} ~ L (8) 

such that the eigenvalues 1]i(g) of \1]) have the property 
that 1]le) is the weight of the state \1]) in the repre­
sentation (I, e) ---+ T(l, e) of L. 

(c) The matrix elements <1]\ T(Ea' g) \.;) satisfy 

(1]\ T(Ea, g) \.;) = X~~(g) (1]\ T(E" , e) \';), (9) 

where X:§(g) is a one-dimensional representation of 
G. (It need not be the same for each choice of 1], .;, 
and ex.) 

(d) Suppose that 1] (g) has a Fourier integral 
expansion 

TJ(g) = Ixdxx(g)T}(x). (10) 

Then, TJ(Xo) = 0, unless Xo(g) = X;/g) for some 
choice of ex, TJ, ~. 
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Proof Equation (7a) shows the T(H;, g) are a 
commuting family, and the rest of Eqs. (7) show they 
are maximal. This proves (a). 

Setting g = e, the identity of G, in Eqs. (7), shows 
that the T(l, e) are a representation of L. In particular, 
T(Hi , e) is a maximal commuting family of operators 
for this representation of L. This shows (b). (c) is 
shown by taking matrix elements of Eq. (7b). We 
must assume the representation is continuous. (d) 
follows from Eq. (7c). The Fourier expansion of neg) 
is given explicitly by Eq. (7c) as a sum of terms of the 
form (9). 

We can now prove our Theorem. 

Theorem 1: Given a finite-dimensional irreducible 
representation T of La there are a finite number of 
representations 

(I, g) -+ X;(g)Tx/" e) (11) 

of La which satisfy Xi ~ X;, if i ~ j, and 
N 

T(l, g) = ! X;(g)Tx,(l, e), (12a) 
i=1 

/-+ T,)/, e) is a representation of L, (12b) ., 
[Tx (l', e), Tx.(/"' e)] = O. (l2c) , } 

if Xi ~ X,, That is, 

T(l, g) = ! Xig)1 @ ••• @ T~p, e) @ ••• @ 1, (13) 
i 

and T is irreducible if and only if each T; (I, e) is 
irreducible. j 

Proof Let I~) In) be basis elements, and 

!p Ip)(pi = 1 

a sum over a complete set of states. Consider the 
matrix element 

(~I T(l, g) In)· (14a) 

From Eqs. (9) and (10), there is at most one Xi for 
each choice of ~, n of basis elements and each root IX, 

which can occur in the Fourier expansion of Eq. (14a). 
Since the representation is finite dimensional and a 
Lie algebra has a finite number of roots, Eq. (14a) 
has the expansion (with N < 00), 

N 

! Xi(g) (~I Txil, e) In). (14b) 
i=1 

Equation (14b) defines (~I Tx.(/, e) In). 
A matrix element of Eq. (5b) has the form 

W [T(lI,gJ, T(/2,g2)] In) 
= (~I T([/l' 12], g~2) In)· (15) 

We insert a complete set of states, using Eq. (14). 
Linear independence of the characters now proves 
Eqs. (12) except for the irreducibility of the T;,. 

On each irreducible subspace E1p. of the repre-

sentation TXt' the operators Tx • ... TXN must be the 
identity representation by Schur's lemma. Let 
~i "" $;, if they are in the same irreducible subspace 
of Tx ' and let ({il denote the equivalence relation. 
Contihuing, we find TXN acts on «EI'Pl)' .. I'PN-I)' 
If Tx, is reducible on this space, T will be reducible. 
Similarly each TXN must be irreducible on 

[«EI'PI)'" 1({ii-l)/'PHl]'" l({im' 

On [«EI 'PI) ... I ({ii-I)1 'PHI] ... I ({inTx is isomorphic 
I h . I ' to Tx,' T at IS, Tx. = 1 @ ••• Tx, @ ••• @ 1. 

Conversely, if T has the form (13), then Eqs. (12) 
hold. To show T is irreducible, we assume each T;, 
is irreducible; then any operator A not a multiple of 
the identity which commutes with T must be a 
permutation of the Xi' since it must be a multiple of 
the identity on each irreducible subspace of each 
representation Tx.' But a linear combination of 
permutations cannot commute with T, because of the 
linear independence of the Xi' Therefore, an operator 
A commutes with T, if and only if it is a multiple of 
the identity. Hence, T is irreducible. 

This theorem can probably be extended in a similar, 
but not necessarily identical form, to the case of 
infinite-dimensional representations by making use of 
properties of distributions and infinite-tensor products. 

We now give an example to show that the repre­
sentations (2) need not be entirely trivial. 

Let 

then 

L = SU(2), 

G=1R3, kEG, 

N=2, 

1-+ Tx.(IJ be a J = ! representation, . 
T(l, k) = eibt[TJ=t(l) @ I] + eik""[l @ TJ=t(I)]. 

Note that 

and 
TJ=t(l) @ 1 = fT T=!(/) E8 TJ=!(1)] 

T(l, 0) = TJ =l (I) E8 TJ=o(l), 

so that "at Xi ," the representation is reducible 
(= ! E8 !); the integrated current algebra representa­
tion T(l, 0) is also reducible (= 1 E8 0) and different 
from the representation at Xi' and yet the repre­
sentation of the current algebra itself is irreducible. 
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When the potential is an analytic function of a rational power of r, analytical properties of the wave­
functions enable one to der!ve interpolation formulas in the ~gular-momentum plane. In these formulas, 
pr~ucts of the w~vef~nctt?ns which corre~pond to two different potentials are expanded in terms of 
thea va~ues at an Infimt~ discrete set of POInts on the real axis. These expansions hold uniformly in z. 
Pro~rtles of the eXPll:nslOn coe~cients ~e investigated. They allow the author to construct generating 
func~lOns, and t<;> obtaIn severa~ Interpolation formulas for functions of mathematical physics. Results are 
~pphed to the Inverse. scatt~rmg pr?blem at fixed energy. They provide further information on an 
:mgular-mo~entum d~sperslOn ~elatlon" o~yed b~ th~ J.ost fu~ction. ~ semiclassical approximation is 

given f?r the Int~rpolatlon coe~clents, and Its meanIng IS Investigated. FInally, an elementary derivation 
of the Interpolation formulas IS sketched and suggests a curious symbolic writing of the wavefunctions. 

INTRODUCI'ION 

I N a recent paper,l we constructed a method to study 
the class A of potentials which are analytical functions 

of a rational power of the variable.2 We applied that 
method to the inverse scattering problem at fixed 
energy, for which it gives a more general approach 
than that of a previous method due to NewtonS and 
extensively studied by the author.4,s As a by-product, 
that method enables one to study easily the analytical 
properties of the wavefunctions and related quantities. 
These properties allow us to obtain for these functions 
interpolation formulas in the A complex plane. The 
values of the functions in th.e A plane are given by 
expansions in terms of their ,values at points of 
an infinite discrete set on the real axis. This set extends 
from - 00 to + 00. However, it is possible to limit 
the set to the positive real axis if we introduce an 
infinite discrete set of real coefficients, the "inter­
polation coefficients." The obtaining of the inter­
polation formulas, and properties of the' interpolation 
coefficients are the subject of the present paper. 

Such a study may have both a mathematical and a 
physical interest. From the mathematical point of 
view, it enables one to extend many formulas and 
properties, which were known only for Bessel 
functions, to solutions of the Schrodinger radial 
equation, considered as functions of 'the angular 
momentum A (= I + 1)' Most of these formulas 
involve the interpolation coefficients, which are 

1 p, C. Sabatier, J. Math. Phys. 8, 905 (1967). In the following, this 
paper will be referred to as I. 

• The method given in Ref. 1 is slightly more general, and applies 
to cases which would correspond in the present paper to a con­
tinuous sequence of interpolation coefficients. Some arguments of 
Sec. 6 can be extended to these cases. 

8 R. G. Newton, J. Math. Phys. 3, 75 (1962). 
c P. C. Sabatier, J. Math. Phys. 7, 1515 (1966). 
I P. C. Sabatier, J. Math. Phys. 7, 2079 (1966). 

characteristic of the potential (at a given energy), but 
are unknown in most cases. However, the formulas 
are still interesting by the simplicity of their form. In 
the special case of the Coulo_mbian potential, the 
interpolation coefficients can be calculated exactly 
and yield for the Coulombian wavefunctions an 
interpolation formula which seems to be new. From 
the physical point of view, this study allows us to get 
at a deeper understanding of the meaning of those 
formulas which enabled us to solve the inverse 
scattering problem in the class e of potentials (which 
is only a subclass of A) and to enlighten the limitations 
of e. That method suggests also a new interpretation 
of the so-called "asymptotic" or JWKB approxima­
tion. Besides, in the development of the method, 
many connections with the Fredholm equation theory 
are present. In a forthcoming paper, we shall study 
more extensively these connections and their applica­
tion to the approximation theory in the inverse 
scattering problem at fixed energy. 

The ambiguous characteristics of such a study are 
also apparent in the division of the text. Putting apart 
the introductory Sec. I and the concluding Sec. 7, we 
give two sections (4 and 5), of essentially physical 
interest. Although Sec. 2 may lead one to physical 
applications, we think it is mostly mathematical and 
so are the short Secs. 3 and 6. However, it should be 
noticed that all the mathematical results concern 
functions of current physical interest. 

In Sec. I, both in order to introduce notation and 
to put previous results into a more general form 
necessary for the following, we sketch a generalization 
of the method previously given by the author.l We 
take this opportunity to give some by-products of the 
method, for instance, a series expansion for the 
resolvent of the Fredholm equation there involved. 

1957 
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Interpolation formulas6 for the wavefunctions in 
the A plane are derived in Sec. 2. These formulas 
involve products of wavefunctions corresponding at 
a given energy to two different potentials, and inter­
polation coefficients which depend on the two poten­
tials. However, a very remarkable additive property 
enables us to express every coefficient as a difference 
between two terms corresponding respectively to each 
of the potentials (at the given energy). Examples are 
given for Bessel functions and Coulombian functions 
(which are known to be only a special writing of the 
confluent hypergeometric functions). 

In Sec. 3, we show how the interpolation coefficients 
enable one to construct, for the wavefunctions, a 
generating function whose wavefunction is simply 
the Mellin transform. 

Interpolation formulas for the Jost functions are 
investigated in Sec. 4. These formulas can be obtained 
if the potential belongs to the class C; we previously 
used them in order to solve the inverse scattering 
problem. It is shown here that the formula used in 
that problem is equivalent to the data of some special 
analytical properties of the Jost function. A physical 
investigation of the potentials for which this can be 
true is given. 

In Sec. 5, a JWKB approximation of the inter­
polation coefficients is derived. The "asymptotic" 
interpolation coefficients thus obtained are not 
asymptotic approximations for the interpolation 
coefficients of the starting potential, but of a potential 
of class C equivalent to it as regards the crosssection. 

A tedious but elementary derivation of the inter­
polation formulas is given in Sec. 6. It suggests an 
expansion of the wavefunctions in terms of products 
of linear operators acting on 1. A symbolic writing of 
the wavefunction is given as a mathematical curiosity. 

In Sec. 7, we remark that the interpolation formulas 
given in this paper are only examples of the many 
interpolation formulas which could be obtained in 
similar ways. Some extensions are suggested. 

1. SOME SERIES EXPANSIONS FOR RADIAL 
WA VEFUNCTIONS 

1.1. Generalization of Previous Results7 

We first give in a more general formS some proper­
ties we previously obtained. l We study the wave-

8 A prepUblication of some of the results concerning even poten­
tials has been given as a note to the French Academy of Sciences. 
P. C. Sabatier, Compt. Rend. 163, 788 (1966). 

7 All the proofs in this generalization are very similar to those 
given in Sec. I of Ref. I. The reader should remark that the variable 
..1. used here is not equal to the variable v used in Ref. I, but to 
(v + l). 

8 R. G. Newton suggests a similar generalization of his method 
in Ref. 3 and in his book Scattering Theory of Waves and Particles 
(McGraw-Hili Book Company, Inc., New York, 1966). 

functions corresponding to a potential VCr) such that 
zV(z) can be continued inside a circle Izl < reV) as 
an analytic function. 

Let us introduce the operators 

{ 
Do(z) = Z2«02foZ2) + 1) 

Dv(z) = Do(z) _ Z2V(Z). (1.1) 

Now, let V';.(z) be the regular solution of the equation 

[Dv(z) + !]V';.(z) = A2V'iz) (1.2) 

normalized in such a way that 

ip;'(z) = (tz)-;.r(l + A)(t7TZ)-lV';.(z) -+- I 

as z -+- O. (1.3) 

From the results of the Frobenius method,9 we 
know that the functions ipiz) are analytic in a circle 
n(V) with its center at the origin and a radiuslo 

reV) - E. 

For V = 0, the functions V';.(z) reduce to 

v;.(z) = (t7Tz)lJiz). (1.4) 

In I, we have studied the solution of the radial 
Eq. (1.2) starting from the functions v;.(z). Let W(r) 
be a potential such that z W(z) can be continued 
analytically inside a circle centered at the origin. In 
the present section, we study the solutions of the 
radial equations corresponding to W(z), starting from 
the functions V'iz). Let us introduce for that a set of 
numbers yiW, V), where" is taken in the sequence 
s: 

" E S <=> 2" is a positive integer. (1.5) 

We define a function ftr(z, z') by the expansion 

fr(z, z') = 1 yiW, V)V'iz)V'iz'). (1.6) 
/leS 

From a previous studyll we can derive for the 
functions V';.(z) the following majorizationl2 : 

1 V';.(z) 1 < It7TZl l ltzl;' W(1 + AWl 
X C(l - rr(V)rl [zl)-l. (1.7) 

Let us now assume that the coefficients yiW, V) 
are bounded as follows: 

lyiW, V)I < C W(l + ,,)1 2 (tR)-2/l. (1.8) 

It follows from (1.6), (1.7), and (1.8) thatflY(z, z') 
is an analytic function of z and z', provided that z and 

9 See Appendix I of Ref. I. 
10 Throughout this paper, by E we mean a positive number which 

can be made arbitrarily small but not equal to zero. It is not meant 
to have the same value every time it is used, even inside a given 
formula. In some cases, indices will be used to avoid confusion. 

11 See in particular formula (AIO) of Ref. 9. 
12 We use C as a general constant, which is not meant to have the 

same value every time it is used. 
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z' lie in the circle :0 centered at the origin and whose 
radius is equal to the smaller of the numbers r - E 

and R - E. Besides, it is easy to see from (1.3) and 
(1.5) that f1'(z, z') is a solution of the partial differ­
entialequation 

{
[Dv(Z) - Dv(z')]fff(z, z') = 0 

(1.9) 
fff(z,O) = fff(O, z') = O. 

For real values of z and z', we now define KlY (z, z') 
fromflY(z, z') as the solution ofthe integral equation: 

Klf(z, z') = flf(z, z') - Sozd,,-2Klf(z, ')flfa, z'). 

(1.10) 

Klf (z, z') can be related to the resolvent of a Fredholm 
equation associated with (1.10)13: 

K(z, z') = (zz')O'z(z, z'), (1.11) 

where O'z(z, z') is a particular value of the solution of 

O'iz", z') = cf>(z", z') - L'd'O'.(Z'" ')cf>(', z'), (1.12) 

where 
cf>(z", z') = (ZIlZ')_lJ(z", z'). (1.13) 

The Fredholm method yields readily O'.(z, z'): 

O'iz, z') = [~(Z)]-l~z(Z, z'), (1.14) 
where 

~(z) = 1 + L (m!)-l ... "" S" SZ 
m=l 0 0 

(
z z ... Z) x.p 1> 2, 'm dz l '" dzm, 
Zl' Z2," " Zm 

<Xl iZ 
iZ ~.(Z, Z') = - L (m!rl ... 

m=O 0 0 

X.p 'l , , m dz , .. dz 
(

ZZ ... Z) 
1 1m, 

Z, ZI" ., ,Zm 

(1.15) 

(1.16) 

where the notation .p is used for the Fredholm 
determinants associated with the kernel c/>(z, z'). As 
we did in I, we can use formulas (1.11), (1.14), (1.15), 
and (1.16) in order to continue analytically K(z, z') 
as z and z' take complex values in :0. It is clear that 
K(z, z') is an analytic function of z' and a mero­
morphic function of z as z and z' belong to :0. It may 
be of interest to remark that from (1.15) and (1.16) we 
derive the simple formula 

~z(z, z) = -~'(z). (1.17) 

This is similar to a result obtained in the Gel'fand­
Marshenko method.14 It enables one to relate the 

13 From Eqs. (1.11) to (1.17), we drop the indices V, W aside the 
functions. 

14 We thank Dr. Comille who drew our attention to this point. 

determinant of Eq. (1.12) to the potential W(z) as 
defined below. Manipulations of (LlO) similar to 
those used in I enable us to show that 

{
DW(Z)Klf(z, z') - Dv(z')Kff(z, z') = 0 

(1.18) 
Klf(z,O) = Klf(O, z') = 0, 

where Dw(z) is defined as in (Ll) with the potential 
W(z) instead of V(z), W(z) being defined in turn by 

W(z) = V(z) - 2z-l (d/dz)Z-1 Kff(z, z). (1.19) 

Introducing now the functions x;. (z) , which are 
associated with the potential W(z) as the functions 
1pi.(Z) to V(z), and proceeding as in I, we easily derive 
the formula 

X;.(z) = V';.(z) - L'd,,-2 Kff(z, ,)V';.w (A. > 0), 

(1.20) 
This formula is the key of all the series expansions 
which we now study. 

1.2. Series Expansions 

From (1.20) and (1.10), it is easy to derive the 
bilinear expansion of Klf(z, Zl): 

Kff(z, z') = L riW, V)Xp(z)V'p(z'). (1.21) 
peS 

The method is the same as given previously. I. IS 

Taking into account (1.19) and the behavior of the 
functions near z = 0, we see that Kl!(z, z) is unam­
biguously related to the difference of the potentials 

Kff(z, z) = -iz L' p(W(p) - yep»~ dp. (1.22) 

Let us now consider the bilinear expansion of 
Klf(z, z): 

Kff(z, z) = L riW, V)xiz)V'iz). (1.23) 
pES 

With the same arguments as in I, we can easily show 
the following points: 

(a) The expansion of Klf (z, z) can be formally 
constructed from the data of W(z) and V(z) by 
comparing the Taylor expansions of the functions 
there involved. 
(b) The expansion converges uniformly in any circle 
centered at the origin in which both z W(z) and 
zV(z) are analytic. 
(c) The expansion coefficients r i W, V) are unique 
for a given couple of potentials V(z), W(z). 
Inserting (1.21) in (1.20) yields the expansion of 

X;.(z) 

xiz) = V';.(z) - L v A~(z)riW, V)xiz), (1.24) 
PES 

l' The derivation is also analogous to (and simpler than) the 
derivation of S.(Zl' z.), as given below. 
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where 

v A~(z) = [V'iz)V';(z) - V'iz)V'~(Z)]{(,u2 - A2). (1.25) 

From (1.22) and (1.23) we obtain easily the anti­
symmetric relation 

Yp(W, V) = -Yp(V, W) (1.26) 

from which we derive, with the help of (1.24), 

xiz) = V'iz) - L W A~(z)YiW, V)V'p(z). (1.27) 
peS 

It is interesting to find similar expansionsl6 for the 
resolvent of Eq. (1.10): 

S.(Zl' Z2) = ZlZ2a.(Zl, zJ, 

which is a solution of the equation 

(1.28) 

S.(Zl' Z2) = f(zl' Z2) - L' dpp-2S.(Zl' p)f(p, Z2), 

(1.29) 

where f(zl' Z2), S,(Zl' Z2) is a symmetric function of 
Zl and Z2' We try to find an expansion of S.(Zl' Z2) in 
the form 

(1.30) 
/ 

Inserting (1.30) in (1.29) leads us to the equation, 
for all v E S: 

Differentiating (1.31) yields the equation 

!!.. J\,.(z I Zl) = V'.(z)F(z I Zl) 
dz 

where 

F(z I Zl) = _Z-2 LYpJ\,p(z I Zl)V'p(Z) 
peS 

= -z-2S.(Zl, z) 

= -z-2S.(z, Zl) 

= -z-2K(z, Zl)' 

Let us now put 

(1.33) 

(d{dz)J\,.(z I Zl) = F(z I Zl)X.(Z I Zl)' (1.34) 

Inserting (1.34) in (1.32) shows that X.(z I Zl) is a 
solution of (1.24), analytic in z, with the same value 
for Z = 0 as X.(z). Now, the infinite linear system 
obtained by giving successively to A all the values of 
Sin (1.24) is equivalent to (1.10). Besides, from the 
same study we previously made,!7 we know that there 

11 From (1.28) to (1.36a), we drop the indices V, W aside the 
functions. 

17 See in particular Sec. 1 of Ref. S. 

is only one solution of (1.10) analytic in z. It follows 
that X.(z I Zl) is equal to X.(z). Insertion of this result 
of (1.34) and a glance at (1.31) yield the value of 
J\,.(z I Zl): 

J\,.(z I Zl) = V'.(Zl) - So" K(p, Zl)X.(p)p-2 dp 

= V'.(Zl) - L YPV'P(Zl)W A~(z). (1.35) 
peS 

It is clear, from (1.27), that J\,.(z I z) reduces to 
X.(z). Formulas (1.35) and (1.30) yield the bilinear 
expansion for the resolvent: 

S.(Zl' Z2) = LYpV'izl)V'iz2) 
peS 

- LYpV'iZ2) L YP'V'p,(Zl)W A~'(z) (1.36a) 
peS p'eS 

or equivalently, 

W W r· W SV.(Zl, Z2) = f y (Zl' Z2) - Jo Ky ('T, Zl) 

x Klf('T, Z2)'T-2 d'T. (1.36b) 

The expansion formulas we have obtained show the 
close connection between Fredholm equations and the 
SchrOdinger equation. This connection can be studied 
still further by putting a parameter-say a-as a 
multiplicative coefficient in front of the integral in 
(1.10). Equation (LlO) takes then the usual form of an 
integral equation whose solutions are studied as 
functions of a. It is remarkable that the connection 
with the SchrOdinger equation can be kept-with 
some simple dependence on a in the connection 
formulas. This will be studied thoroughly in a forth­
coming paper, together with the problem of approxi­
mations in both Fredholm equations and the iaverse 
scattering problem at fixed energy. 

1.3. Generalization of the Method 

Let m be a positive integer, and let us define a 
determination { of zm-

1
, for instance, the determina­

tion which is real and positive for z real and positive. 
The method we have described for analytic potentials 
can straightforwardly be extended for potentials VCr) 
such that Z2V(Z) is an analytic function of {, equal to 
zero for { equal to zero. The method is derived from 
the method introduced previously, 1 exactly in the 
same way as we did in Sec. Ll for analytic potentials. 
Results are similar. The expansions which are obtained 
are analytic functions of { in some circle centered at 
the origin. We can generalize readily in this way 
formulas (Ll8) to (1.36). The only difference is that 
now the sequence S includes all numbers ,u equal to 

po = k/2m <=> ,u E Son (k positive integer). (1.37) 
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1.4. Particu1ar Potentials 

A series expansion like (1.24) enables us to continue 
analytically X;.(z) in the A complex plane, provided we 
know the continuation of VA~(z). This is achieved 
for those potentials for which the Schrodinger 
equation is exactly solvable. The most remarkable 
case is V(z) = + 1. We have then 

'Pl(z) == siz) = (!1TZ)![r(1 + A)]-l(tZ);'. (1.38) 
f 

In this case, Kf(z, z') appears to be a generating 
function of the functions [xiz) - siz)l: 

(!1TW!Kf(z, t) = kriW, l)Xp(z) r(~t~ ft) (1.39) 

and the functions X;.(z) are generated from Kf(z, t) 
by a Mellin transform: 

xiz) = s;.(z) - fd,,-ZKf(z,OSiO. (1,40) 

The coefficients lA~(z) are very simple: 

;'+/l 
lA/l(z) _ 1T (t).\+/l+1 _z_ (1.41) 

;. - r(1 + AW(l + ft) A + ft . 

For a given sequence S, that is, for a given set of 
fixed ft, and for variable A, these functions are mero­
morphic with poles for A = -ft, except if ft is an 
integer; q being a positive integer, we have 

(1.42) 

Other particular potentials are the constant poten­
tials and the Coulombian potentials. Needless to say, 
we use here the word "potential" with a very large 
meaning, without any assumption concerning, for 
instance, the asymptotic behavior. Assumptions of this 
kind will only be introduced later (Sec. 4, below). 
The functions v A1(z) are given for the constant 
potentials by formula (1.25), where 'Piz) reduces to 
a Bessel function [see (1.44) below]. 'P;.(z) is then an 
entire function of A. A~(z) is therefore an analytic 
function of l, unless A = ft if ft is not an integer, and 
is an entire function of l if ft is an integer. For the 
zero potential, it is easy to show the reflection formula 

°A~=-q = (-l)qr'A~=q(z) - (1T/2p)b:l (1.43) 

1.5. Properties of the Wavefunctions in the J.. Plane 

Formula (1.24), where S can be defined as in (1.37), 
enables us to continue X;.(z) in the l plane provided we 
know the continuation of v A~(z). For this we have to 
take a particular potential V. We shall call it the base 
potential, or base. Taking a constant potential as a 
base, we see that, for any z for which expansion(1.24) 
holds, X;.(z) is a meromorphic function of A, with 
poles at the points of S, except the integers. Using 
(1.42) and (1.43) yields the reflection formulas 

X_q{z) = (1T/2q) ( -l)Clyq{W, l)Xq(z), (l,45) 

X_q(z) = (-I)Cl[1 + (1T/2q)yCl(W, O)]Xq(z). (1.46) 

Using the zero potential as a base, it is also easy to 
obtain the asymptotic behavior of xiz) as II.I tends to 
infinity: 

x;,(z) 1T f(1 + l)X;.(z) 

- (!1TziOz);'f( -A) sin 1TA = (!1TZ)t(tZ);' 

= 1 - l-1[CtZ)2 + Z-I! Y/l(W,O)X/l(Z)V/l(Z)] 
/lES 

+ O(),-z) (lIm AI > E). (1.47) 

2. INTERPOLATION FORMULAS 

2.1. Even Potentials 

We first assume that V(z) is zero, whereas W(z) 
is an even analytic function inside the circle Izi < r. 
We know from a result of I that the coefficients 
Y1>+!(W,O) are then equal to zero. For the sake of 
simplicity, we use the notation 152> instead of Y 2>( W, 0). 
Let now n be a circle Izi < r - E, the wavefunction 
X;.(z) is therefore given, as z lies in n, by the expansion 

<Xl 

X;.(z) = viz) - ! °A~(z)b2>Xiz). (2.1) 
2>=1 

In order to obtain interpolation formulas for the 
functions X;.(z), we now use a method previously used 
by Chadan in order to obtain interpolation formulas 
in the energy plane.I8 The key for this method is the 
Lagrange-Valiron theorem19 : 

Theorem: Any entire function fez) of order 1 and 
finite type T which is bounded on the real axis has 
the representation: 

by making use of the following expression of 0A~(z): J(z) = 1'(0) sin 7Z +J(O) sin TZ 
T TZ 

which is valid for Re (l + ft) > 0 and can be con­
tinued outside this domain. 

(2.2) 

18 K. Chadan, Nuovo Cimento 39, 697 (1965). 
11 R. P. Boas, Jr., Entire Functions (Academic Press Inc., New 

York, 1954). 
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where the prime on ~ means that one has to exclude 
n = O. 

Let us now recall the well-known expansion 

-v,,(z) 

(t7TZ)!(zf2);.r( -A) 

= sin 7TA i (-1)2n(z/2rr(A + 1). (2.3) 
7T 0 n! rCA. + 1 + n) 

Using in (2.1) formula (2.3) and the formula 
obtained for v~(z) by differentiating (2.3), we see that 

i;. == -X,,(z)/(t7Tz)!(z/2Y'r( -A) (2.4) 

is an entire function of order 1 and type 7T, bounded on 
the real axis. Applying the above theorem, and taking 
into account (1.46), we obtain the interpolation 
formula 

( )

-" 00 it 
~ r(1 + A)X;.(z) = Xo(z) + ~--
2 lA+n 

X (1 + ~ ~n) (~)n Xn(z) . (2.5) 
2n 2 n! 

For ~n == 0, the functions xAz) reduce to the Bessel 
functions (1.4) and (2.5) reduces to a well-known 
formula. 20 From (2.5), it is possible to find other 
formulas by letting II,.I -+ 00 in (2.5) (avoiding the 
negative real axis for the sake of simplicity), and 
comparing the coefficients of IAI-n, on both sides of 
(2.5). The coefficients in the right-hand side are 
given in (1.47). The results for the first order are21 

1 = (t7TZ)-!{xo(Z) + f (1 + .!!.. ~n) (~)n Xi;)}, 
1 2n 2. n. 

(2.6) 

[(~)2 + Z-l ~ ~pXp(Z)v/Z)J 

= t fT[1 - W(-r)] dT 

= ct7TZ)-! f n (1 + ~ ~n) (~)n Xn(z). (2.7) 
1 2n 2 n! 

Let us now introduce the functions 1J!;.(Z) , associated 
with the potential V{z), and let us assume that V(z) is 
itself an even analytic potential, whose coefficients 
Y p(V, 0) will be denoted by Y p' It is easy to see that 
the function A1J!;.(z)X_;.(z) is an entire function of 
order 1, type 7T, bounded on the real axis. Application 

20 Bateman Manuscript Project, Higher Transcendental Functions, 
A. Erdelyi, Ed. (McGraw-Hill Book Company, Inc., New York, 
1953), formula 7.15 (10). 

n For a more detailed proof, please refer to the Appendix. 

of formula (2.3) leads us to the interpolation formula 

7Tit 00 

-. -1 1J!;.{z)x_lz) = 1J!o(z)Xo(z) + ~ 1J!n(Z)Xn(Z) 
sm 7TA 1 

X {~ (1 + ~~n) + _it (1 + ~Yn)}. 
A - n 2n A + n 2n 

(2.8) 

Comparison of the powers of 11,.1-1 as II,.I -+ 00 

leads us, for the zeroth order, to the formula, 

1 = (t7TZ)-l{1J!O(Z)Xo(Z) + ~ 1J!n(z)Xn(Z) 

X [2 + (7T/2n)(Yn + ~n)]}. (2.9) 

When Yn and ~n are equal to zero, 1J!n and Xn reduce 
to Vn and (2.9) reduces to a well-known formula. 22 

Comparison of the coefficients of 11,.1-1 in (2.8) yields 
the formula, 

00 00 

2 ~pXp(Z)Vp(Z) - 2 Yp1J!p(z)vp(z) 
1 1 

00 

= 2 (~p - Yp)Xp(z)1J!p(z). (2.10) 
1 

Since the right-hand side of (2.10) is nothing but 
the function K[r(z, z), we derive from (2.10) the very 
remarkable formula: 

Yp(W, V) = Yp(W, 0) - Yp(V, 0) 

from which elementary algebra leads us to 

(2.11) 

yp(W, V) = Yp(W, Vo) - Yp(V, Vo). (2.12) 

This formula is very important. From (1.18), we 
might think that the set of coefficients yp(W, V) is 
characteristic of a couple of potentials W, V. From 
(2.12) we see that, at least for even potentials, it is 
possible, by taking an arbitrary reference potential 
Vo, to consider the Y p's as a set of coefficients charac­
teristic of a potential Y. It follows also from (2.12) that, 
if the asymptotic behavior of the Y p's gives rise to 
difficulties in the study of a potential W, it may be 
possible to use a known potential V(z) such that 
yp(W, V) has a good asymptotic behavior, so that the 
comparison is easy. 

2.2. Example of Even Potentials 

The simplest example is the constant 
e.g., (1 - k 2). Solutions of (1.2) are then 

X;.(z) = (t7Tz)!k-" J ;.(kz) 
so that 

•• Ref. 20, formula 7.15 (38) for</> = O. 

potential, 

(2.13) 

(2.14) 
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Equation (2.8) reduces to 

~A 00 

-. - tp;.(z)e'J_;.(kz) = tpo(z)Jo(kz) + I tp,,(z)Jn(kz) 
sm 1TA I 

X {_A_ k" + _A_ (1 + .!!:... y,,)k-n}. (2.15) 
A - n A + n 2n 

From (2.15), it is easy to derive (2.5) by setting 
k -+ 0 and tpl = X ... Replacing tpl by (2.13) and setting 
k equal to 1 yields the formula 

J;.(z)J_;.(z) = sin ~A {J~(Z) + 2! J!(Z)(A2 _ n2rIA2}. 
~A I 

(2.16) 

2.3. Analytic Potentials 

We now assume that W(z) is an analytic function 
inside the circle \z\ < r, and we use for its coefficients 
the notation CJ,... The wavefunction xiz) is given in 
n by the expansion 

X;.(z) = v;.(z) - I °A~(z)CJ,..x,..(z), (2.17) 
,..eS 

where S includes all the p,'s such that 21' is a positive 
integer. This function is meromorphic, having poles 
for half-integral values of A.. We define therefore the 
entire function of A, 

xl(z) = cos ~AXl(Z). (2.18) 

For any positive integer p or q, the function xHz) 
satisfies the following relations: 

x~aCz) = (-lY'X!(z)[l + (~/2q)CJq] 
= Xq(z)[l + (~/2q)CJq], 

X!-l(Z) = 0, 

X~(v-1)(Z) = -1Tf[2(p - !)]CJv-1Xv-1· 

As previously, we see that 

-I( ) -xi(z) 
Xl z = (!~z)!(z/2)"r( -A) 

(2.19) 

is an entire function of order 1 and type 2~, bounded 
on the real axis. Applying formulas (2.3) and (2.19), 
we obtain the interpolation formula 

r(1 + A)Gf\;.(Z) 
= Xo(z) + ! _A _ (1 + .!!:... CJn) (~)n xncz) 

I A + n 2n 2 n! 

+ I II ~ CJ ~ Xn-1 z 00 ~ ( ),,-1 ( ) 
I A + n - ! 2(n -!) .. -1 2 r(n + !) 

(2.20) 

Formulas similar to (2.6) or (2.7) can easily be 
derived from (2.20). Let us now introduce the func­
tions tpl(Z), associated to a potential V(z) analytic 
in n. It is easy to see that the function 

A cos wAtpl(z)X_l(Z) 

is an entire function, of order 1, type 2~, bounded on 
the real axis. Application of (2.3) yields 

~A 00 

-. -~ tp;.(Z)X_l(Z) = tpo(z)Xo(z) + I tpn(Z)XnCz) 
sm ~II I 

+ [_A (1 + .!!:...CJn) + _A (1 + .!!:...Yn)] 
A - n 2n A + n 2n 

00 ~ 

+ I tpn-1(Z)Xn-1(z)--
I 2n - 1 

x C. _ ~ + ! CJ,,-l + A + ~ _ ! 1' .. -1)' (2.21) 

This formula is a straightforward generalization of 
(2.8). Considerations of the powers of \A\-I leads us 
to the generalization of (2.12), 

y,..(W, V) = y,..{W, Vo) - y,..(V, Vo) VI' E S. (2.22) 

2.4. Examples 

The simplest example is the Coulombian potential 

zV(z) = 2'Yj = 2(ZIZ2e2/liv), (2.23) 

where v is the initial speed, Zle and Z2e the charges of 
the incident particle and the target. From well-known 
results,23 we obtain easily the value of tpl(Z): 

1 (Z)l e
i
• 

tp;'(z) = (!~z) 2 r(1 + A) 

x IFI(A + ! + i'Yj; 2A. + 1; -2iz) (2.24) 

1 (Z)l e-
i
• 

= (!~z) 2 r(1 + A) 

x IFI(A + ! - i'Yj; 2A + 1; 2iz) (2.25) 

by Kummer's transformation. 
Comparison between tpjl(z) and tp_jl(z) yields, after 

some algebra, the value of the coefficients for integer 
p: 

1 + .!!:... = rep + ! - i'Yj)r(p + ! + i'Yj) cosh 
2p Yjl rep + !)r(p + !) 1T'YJ 

(2.26) 

which reduces to 1 for p = 0, and goes to cosh ~'yj as 
p -+ 00. The coefficients I' jl increase therefore like p 
for large values of p. 

S8 See, for eJlample, A. Messiah, Mecanique Quantique (Dunod 
Cie., Paris, 1959), Vol. I, p. 413. 
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Comparison between cos 7TAtp_;.(Z) and tp;.(z) for 
A = P - t yields, after some algebra, the value of the 
coefficients with half-integer index 

7T x rep + i'f])r(p - i'f]) . h 
U p _! = sm 7T'f]. 

2(p - t) r(p)r(p) 
(2.27) 

2.5. Further Generalization 

If we assume now that S is defined as in (1.37), we 
can still define an entire function of A 

m() sin 2m7TA () x;. z = . x;. z. 
2m sm 7TA 

(2.28) 

This function satisfies the following relations: 

X~q(z) = (-I)QX:(1 + 2: tJq) 

= Xq(z) (1 + ~ tJQ) (2.29) 
2q , 

X::i2m(Z) = 0, for integer k =;6 2qm, 

X~k/2m(Z) = (_I)k( 7Tm/k)fJk/2mXk/2m(Z). 

We can easily see that 

A(sin 2m7TA{2m sin 7TA)tp;.(Z)X_;.(z) 

is an entire function of order 1, type 2m7T, bounded 
on the real axis, and obtain the general interpolation 
formula 

7TA 
-. -1 tp;'(z)X_;'(Z) 
sm 7TA 

= tpo(z)Xo(z) + ! 27T tp,..(Z)X,..(Z)(~ fJ/l + 1 +1. Y/l) 
/lES fl A - fl A fl 
I"Fn 

+ ! tpn(Z)Xn(Z)r _1._ (1 + ~tJn) 
n=1 ) - n 2n 

3. GENERATING FUNCTIONS 

As we have already noticed, K;X(z, z') may be, in 
a certain sense, considered as a generating function 
for the functions X;.(z), through formula (1.20). It is, 
however, possible to find another function, for which 
the dependence of the functions X;.(z) does not involve 
an extra term. 

For a given difference of potentials W(z) - V(z) , 
there is one and only one function K/f(z, z), as 
defined by (1.22). If we add to z-IK/f(z, z) another 
function, Eq. (1.19) leads us to a different potential 
unless this additional function is a constant. This 
remark suggests the study of an operator LjJ' (z, z') 
which would be a solution to the partial differential 
equation (1.18) and which would reduce to Cz as , 
z = z. 

From Eq. (2.9), or more exactly, from the general­
ization of (2.9) obtained from (2.32), it is clear that 

L;;(z, z') = 27T-1XO(Z)tpo(z') 

+ !X/l(z)tp",(z')(2fl)-I[y,..(w, 1) + y,..(V, 1)] (3.1) 
/lES 

and 
L;;(z, z) = z. (3.2) 

Let us now define the function 

X~(z) = fdpp-2L;;(Z, p)tp;.(p) Re A > 0. (3.3) 

Applying Dw(z) on both sides of (3.3), together 
with straightforward integrations by parts, and taking 
into account (3.3), we see that x1(z), for Re A > 0, 
is a solution of the equation 

[Dw(z) + i]x~(z) = A2X~(Z) (3.4) 

with the boundary condition 

A-I 
(2.30) X*(z) ,...., (I7TZ)!(.1Z);' as z -4- ° Re A > 0. 

;. 2 2 1'(1 + A) 
+_1. (1 +2:.. yn)J. 

A+n 2n 

Formula (2.22) is also generalized straightforwardly. 
Consideration of it and comparison between (l.45) 
and (1.46) show that 

YiO, 1) = 2fl/1T, for positive integer fl 

= 0, otherwise. (2.31) 

Taking 1 as a reference potential yields therefore 
the simplest form of the interpolation formula (2.30): 

7TA 
-. -1 1p;.(z)x-.b) 
sm 7TA 

= tpo(z)xo(z) + ! 27T V''''(z)x'''(z) 
/lES fl 

X {_A_ y,..(w, 1) + ~ Y/l(v, I)}. (2.32) 
A-fl A+fl 

(3.5) 

It follows from (3.4), (3.5), and (1.3) that 

X;.(z) = A Idpp- 2L;;(Z, p)tp;.(p) Re A > 0. (3.6) 

When V is equal to 1, 1p;.(p) reduces to s;.(p) and 
(3.6) is a Mellin transform. (3.1) reduces to a power 
expansion and L(z, z') to a standard generating 
function for the functions X;.(z). 

Example: The simplest example concerns potential 
1 for the base and potential ° for the wavefunctions to 
be studied. The wavefunctions reduce, respectively, to 
s;.(z) given by (1.38) and to v;.(z) given by (1.4), 
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whereas the interpolation coefficients are given by 
(2.31). Using well-known formulas,24 we therefore 
obtain for K~(z, z') and L~(z, z') 

co 1 
K~(z, z') = z L n(iz,)n - J n(z) 

1 n! 

= !(ZZ} z'J1{z[1 - (z'/z)]!} (3.7) 
[1 - (z'/z)]! 

L~(z, z') = (Zz')!Jo{z[1 - (z,/z)]l}. (3.8) 

It is easy to verify (3.3) where 1J'A(Z) reduce to SA(Z) and 
the integral in the right-hand side is nothing but 
Sonine's first integral. 

4. INTERPOLATION FORMULAS FOR JOST 
FUNCTIONS 

We now define the class e of potentials for which 
the coefficients rp(W, 0) are bounded by Cf-l! for any 
f-l. If the potential belongs to e, it follows from a 
study previously done by the author25 that series 
(1.24) converges uniformly as Z -+ 00. We define the 
Jost functions through the asymptotic behavior of 
the regular wavefunction: 

XA(r),....." (2i)-1[f1(A)e ir - f2(A)e- ir]. (4.1) 

Replacing the functions in (1.24) by their asymp­
totic behavior, we obtain, for the Jost functions, 
interpolation formulas which we have already written 
in I: 

f1(A) = e-i!.-CA-!) - L sin ~~ - f-l~17/2 riW, O)fl({-t). 
peS -p, 

(4.2) 

f2(A) = eihu- t ) - L sin ~~ - f-l~1712 riW, O)Uf-l). 
peS - f-l 

(4.3) 

Other interpolation formulas can be derived, with 
the same assumption, through formula (2.32) or 
derived formulas. Let us prove now that these inter­
polation formulas can be derived from the following 
assumptions, in which we are interested, for instance, 
inf1(A). 

4.1. Assumptions 

I. The only singularities of f1 (A) are simple poles for 
negative rational values of A. 

II. It is possible to find a number m equal to t or to 
a positive integer, such that 

III. F(A) is of order I and finite type, equal to 
(2m - !)17. 

IV. F(A) is bounded on the real axis. 

V. For positive integer n and not multiple of 2m, 
the ratio F( -nI2m)!fl(nI2m) is real, and goes to zero 
faster than Cn-f 

as n -+ 00. 

VI. For positive integer q, the ratio F( -q)/ 
(-1)2m'iI(q) is real and goes to 1 faster than 1 + Cq-f 
as q -+ 00. 

VII. From the previous assumptions, we prove that 

f+(A) =f1(A) + f1(-A) -+ C
1 

as IImAI-+ 00, (4.5) 
2 cos (A17/2) 

f-(A) = f1(A) - f1( -A) -+ C
2 

as 11m AI -+ 00. (4.6) 
2 sin (;'17/2) 

Assumption VII is 

(4.7) 

4.2. Derivation of the Formula 

From I, II, V, and VI, we can deduce the following 
formulas, where n is not a multiple of 2m 

F( -nI2m) = (-1)ns(n/2m)f1(n/2m), 

F( -q) = (-1)2ma(1 + S(q»fl(q), (4.8) 

F(n/2m) = 0, 

F(q) = (-I)C2m-l)a.ft(q), 

where s(f-l) is a real function, bounded by Cf-l-f as 
f-l-+ 00. 

Assumptions I to IV enable us to apply now the 
Lagrange-Valiron formula (2.2) to the function 

f(A) = (2m)-1 sin 2m17Af-(A) (4.9) 

which furthermore is an odd function, of order 
2m17. Dividing both sides of the result by (2m)-1 X 

sin 2m17A, we get 

f-(A) =1'(0) +f(O) + 2mAL (-ltf(nI2m) . 
17 17A n*O n17(A - nl2m) 

(4.10) 

Taking into account the parity, and calculating 
f(n/2m) with the help of (4.8), we obtain the following 
formula: 

F(A) = sin 2,m17A f1(A) 
2m sm 17A 

(4.4) f-(A) =1'(0) _ 4mA2 I cos (17n/4~)s(n/~m)f!(n/2m). 
17 n=l n17(A - n 14m) 

is an entire function. (4.11) 
"' Ref. 20, formula 7.10(6). 
26 See in particular Sec,2 of Ref. 5. Let 1m A -+ 00. The bounds of s({-t) enable us to state 
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that the right-hand side of (4.11) goes to a definite 
limit.31 We have therefore shown (4.5), and formula 
(4.7) yields f' (0), 

17-11'(0) = _iei7T
/
4 

4 
~cos (nl7/4m)s(n/2m)Un/2m) + m~ . 

Inserting (4.12) in 
formula of;r-(A) 

00 

f-(A) = _ieil1
/
4 

- 2 
n=1 

n=1 nl7 
(4.12) 

(4.11) gives the interpolation 

n cos (l7n/4m)s(n/2m)Un/2"!l, 

m1T(Ji2 
- n2/4m 2

) 

(4.13) 

A similar argument can be used to derive the inter­
polation formula of ;r+(A} 

f+(A} = eilt / 4 + ! n sin (l7n/4m)s(n/2m}f1(n/2m) . 
n=1 ml7(Ji2 

- n2/4m 2
) 

(4.14) 

Combining (4.13) and (4.14) yields readily (4.2) 
provided that 

yiW,O) = 2Jll7-IS(p,) (ft = n/2m). (4.15) 

The analytic properties attached to the Jost func­
tions of potentials belonging to e are therefore a key 
to formulas shown through a tedious method of 
Sec. 1.26 They also enable us to answer some questions. 
For instance, is it possible, in the case of even poten­
tials, to find a Jost function with a finite number 
N of zeros? The answer is no. Since the Jost function 
is entire, of order 1, type 17/2, Hadamard's theorem 
would yield for it a representation of the form 

(4.16) 

where Pn(A) stands for a polynomial of order n. A 
glance at the asymptotic behavior of ;r1 2(A) shows 
that (4.16) necessarily reduces to Ce=FI1112'-, which 
holds only for a potential equal to zero. 

For any potential it is also very easy to show, from 
the above Assumptions, the well-known symmetry 
relation 

fl(A}f:( -Ji*) - fl( -A}f:(Ji*) = -2i sin l7A. (4.17) 

So as to prove this point, we only need to construct 
the function 

(sin 2ml7A/sin l7A)[fl{A}f:{ -A*) - fl{ -A)f~(A*}] 

and see that this entire function is of order 1 and type 

28 In a recent preprint, R. G. Newton gives also a direct derivation 
of formula (4.2) starting from the assumption that a function 
associated to the Jost functions has a Mittag-Leffler expansion 
without remainder. We are indebted to Professor Newton for 
sending us a preprint of his work. 

2ml7, bounded on the real axis, and, according to 
(4.8), is equal to zero at all the points n/2m so that 
[taking into account its asymptotic behavior and 
formula (2.2)], it is just equal to -2i sin 2ml7A. 

Entire function properties can still be used in order 
to derive an integral representation of the Jost 
function. This follows from the theorem of Paley and 
Wiener.27 

Theorem: The entire function g(z) is of exponential 
type T and belongs to L2 on the real axis if and only if 

(4.18) 

When h(z) fulfills conditions of application of the 
above theorem but is only bounded on the real axis, 
the theorem can be applied to g(z) = z-l[h(z) - h(O)] 
(this remark is in fact the starting point of the 
Lagrange-Valiron theorem). It is easy to infer from 
(4.8) and (2.2) the expression of cp(t) 

cp(t) =..!. !,einll/Tg(nl7) 
2T -00 T 

(4.19) 

or 

cp{t} = 1- 2 einll/T(h{n7T/r} - h{O}) + 1- h'{O). 
2T n"O nl7/r 2r 

(4.20) 

These results can be applied to various functions 
studied above. Application to F(A) yields in the case of 
even potentials (m = !) a particularly simple formula: 

(4.21) 

where cp(t} is given by (4.19). 
It is interesting to investigate the classes of potentials 

for which some of the above assumptions hold. For 
any potential, the Jost function can be defined as 
the Wronskian of the regular solution and the Jost 
solution. If zV(z} is analytic in some circle centered at 
z = 0, the Jost solution is an even entire function of 
A, whereas the regular solution is meromorphic, with 
poles at half-negative integers. Assumptions I, II, V, 
VI, and VII hold, but we have no information on III 
and IV. 

Unfortunately, we have only heuristic arguments 
for the behavior of the Jost function as Re A __ - 00. 

Application of these arguments to potentials of the 
Yukawa type is sketched, for instance, in the book of 
Newton,28 and gives an asymptotic behavior for the 
J ost functions. For finite sums or integrals of Yukawas, 

., Ref. 19, p. 103. 
28 R. G. Newton, The Complex j-Plane (W. A. Benjamin, Inc., 

New York, 1964), p. 44. 
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zV(z) is analytic, and if the quoted arguments are 
correct, the Jost function is of order I and finite type. 
Severe assumptions are necessary to ensure a type 
equal to 7T, and the boundedness on the real axis can 
occur only for special potentials. We conclude from 
this that the common part of the class e and the 
potentials of Yukawa type reduces very likely to quite 
special potentials, if any. 

5. ASYMPTOTIC INTERPOLATION 
COEFFICmNTS 

We now derive the interpolation coefficients 
obtained if we take for granted the so-called "asymp­
totic" or "JWKB" approximation. Let us first reca1l29 

some results of this method. We first assume that A 
is a real positive number. The Schrodinger equation 
can be written in the form 

where 
d2yjdz2 + [rp2(Z) + X(z)]y = 0, (5.1) 

(

rp2(Z) = I - V(z) - A2Z-2 
(5.2) 

X(z) = tz-2• 

Let us define Zo as the positive solution of the equation 

zo[1 - V(zo)]l = A. (5.3) 

We assume that Zo is correctly and unambiguously 
defined by equation (5.3), that is to say, we restrict 
our study to the values of A for which this is true. Let 
J\,(A) be this interval. Since V(z) goes to zero as z -+- 00, 

it is clear that J\,(A) extends from a positive value Ao 
to + 00. For a given attractive and bounded static 
potential, we know that, if the energy is larger than 
a "critical energy" Eo, Ao reduces to zero, although 
this precise value may be excluded from J\,(A). Let us 
now define a function z of z through the following 
equation: 

(i cP(T) dT = (Z rp(T) dT, 
JA J •• (5.4) 

where 
(5.5) 

The determinations of rp(T) and cP(T) are chosen in 
such a way as to give the same function for a potential 
equal to zero. For instance, we may state that, as z 
is larger than zo, rp(T) and cP(T) are positive, and they 
get a phase +7Tj2 as z decreases and crosses Zo' 

It is easy to derive from (5.1) the following equation: 

(d2jdz2)y(z) + [cP2(z) + tz-2 + R(z)]y(z) = 0, (5.6) 

where 
y(z) = (dzjdz)ly(z) = [rp(z)jcP(z)]l y(z) (5.7) 

za For a detailed study of the asymptotic approximation as given 
in this form, see, for example, P. C. Sabatier, Nuovo Cimento 37, 
1180 (1965). 

and 
R(z) = Hz, z} + t[z-2(dzjdz)2 - Z-2]. (5.8) 

For large energy E, or for large values of A2 , R(z) is 
of the order of E-l, or A-2• Equation (5.6) can then be 
considered as a perturbed equation, the perturbation 
being R(z), and the unperturbed equation, 

(d2jdz2)yo(z) + {1 - [(A2 - t)jz2]}yO(Z) = O. (5.9) 

The Liouville method enables one to transform 
(5.6) into a Volterra equation involving two inde­
pendent solutions of (5.9) and the perturbation R(z). 
It is easy to study Eq. (5.8) in this way for real positive 
A. Outside the real positive axis in the A plane, the 
nonuniform limits of Bessel functions make this study 
very difficult if we are not satisfied with heuristic 
arguments or with a study restricted to very special 
classes of potentials. We conclude that the validity of 
the "asymptotic approximation," obtained by using 
the regular solution of (5.9) in place of the regular 
solution of (5.6), is difficult to justify for real negative 
values of A. We therefore use the result of this approxi­
mation only as a starting point for giving a set of 
coefficients C1 , and we investigate their relation with 
the potential by a different method. For simplicity's 
sake we limit our study to the case of potentials 
analytic and even in a circle centered at the origin. It 
is not difficult to make a slightly more intricate study 
of noneven analytic potentials. 

In order to compute the interpolation coefficients, 
we use formula (1.46). We should therefore be able 
to continue analytically the regular wavefunction from 
A to - A. Let Zo(A) be the inverse function of A(Zo) as 
defined by (5.3). We have to assume that Zo(A) is 
analytic in some connected domain including A and 
-A; that is to say, we assume that J\,(A) extends in the 
A plane in such a way as to include the values of A 
larger than Ao on the positive real axis and the values 
smaller than - Ao on the negative one. With the 
parity assumption on the potential, this is certainly 
true for E > Eo provided that the potential can be 
continued analytically in a strip including the real axis. 
Even for E < Eo, this assumption is very weak. Let 
us now define the function H(x) equal to 

H(x) = - - _0_ dt = log -. (5.10) 1"'[1 z'(t)] [ x ] 
o t zo(t) zo(x) 

With the assumptions on the potential, H(x) is an 
even analytic function in a strip including the whole 
real axis, and has the same asymptotic behavior as 
the potential, as x-+- ± 00. Use of the function H(x) 
enables us to put (5.4) in the form 

(A (A2 _ x2)lH'(X) dx = (Z (A2 _ x2)lx-1dx (5.11) 
JA(d JA(Z) 
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or 

Using (5.11) it is easy to show that 

zJz ~ N(A), as z ~ 0, (5.13) 
where 

N(A) = exp [ -A-1L\A2 - x2)-lH(x)x dx l (5.14) 

From (5.13) and (5.14) it follows that 'IJ').(Z) , nor­
malized as in (1.3), is equal to 

'IJ';.(z) = [N(A)]).(:!!. z)l[ 2 ~2Z-2 - 1 ]iJ;.(Z). 
2 A z- + V(z) - 1 

(5.15) 

z is an even function of A. Using this remark and the 
symmetry relations of Bessel functions, it is very easy 

and (5.17). This supplementary approximation is 
valid if H(A) is small enough, for instance if the energy 
is large, and it can be considered as a Born approxi­
mation for smooth potentials. 

Using linear approximations in formula (4.2) yields 
the following connection between the (Jl and the 
interpolation coefficients of the even potentials in 
class e which can be constructed from them: 

(5.18) 

where Nt = [/,2 - 12]-1 for II - 1'1 odd, 0 otherwise. 
Use of the matrix inverse of N, given previously 

by Newton3 and by the author, 30 yields the value of 
the coefficient Y I: 

- 16 (2 )2V ~ 1 (J (5 19) 
Y2P- 7T2 P 2P';(2p)2_(2n+l)2 2n+1' . 

to compare 'lJ'1(Z) and 'IJ'-I(Z) and to derive the value of _ 16 (2 1)2 ~ V2n (J (5 20) 
YI: Y2P+1- 7T2 p+ ';(2p+1)2_(2n)22n, . 

1 + 27TI ;'1 = exp [2 fOI(l2 - x2)-lH(x)x dX]. (5.16) where Jc V2n = 1 - t(J~. (5.21) 

Equation (5.12) enables us to show that (z - z) goes 
to a constant as z ~ 00. Taking into account this 
result and (5.15) yields the Jost function 

f1(A)'-' exp [ - L).(A2 
- x2)-l H(x)x dx 

+ j L<X>(X2 - A2)-lH(x)x dx - i(A - t) ~l (5.17) 

5.1. Physical Meaning of the Asymptotic Coefficients 

Now, what is the meaning of the "asymptotic" 
coefficients (5.16)? In order to justify the semiclassical 
approximation, we need only weak assumptions on 
the potential: analytical properties near the real axis, 
and bounds for the first or the two first derivatives. 
Potentials may have all kinds of singularities outside 
the real axis and still fulfill these assumptions. For 
those potentials, the coefficients YI(W,O) may in­
crease faster than (2/)! as I ~ 00, whereas the 
"asymptotic" coefficients are clearly bounded by 
C/1-f, provided the potential be bounded by Cr-(1+f ) 
as r ~ 00. The "asymptotic" coefficients cannot 
therefore be considered as asymptotic approximations 
to the actual coefficients. 

Let us then study the relation between the "asymp­
totic" coefficients and the JWKB phase shifts. We 
limit our study to the so-called "first-order JWKB 
approximation," in which it is possible to use the 
linear approximation for the exponentials in (5.16) 

From (5.17), using a well-known formula,3! we can 
write the phase shifts in the form 

(Jl' = L<X> cos lit dt LX) Jo(xt)H(x)x dx. (5.22) 

Insertion of (5.22) in (5.19) and (5.20) leads us to 
Fourier series, which are easily seen to be, respectively, 
the Fourier serIes of the continuous even functions 
[(sin 2pt)J2p] sign t and [(sin(2p + l)t)J2p + l]signt. 
(This result is valid, up to a multiplicative constant, 
inside the interval -7T, 7T.) We therefore obtain 

Yl = ; {f -f~ + ... (_1)n 

where 

X J::+1)~ + ... } sin It dt .re(t), (5.23) 

.re(t) = L<X> Jo(xt)H(x)x dx. (5.24) 

Now, it follows32 from the assumptions on the 
semiclassical approximation that H(x) being a smooth 
function, .re(l) decreases rapidly and goes to zero, so 
that we can replace in (5.23) the integrals by S;:', and 

80 See Ref. 4. In order to have Yo = 0, we use a prescription 
similar to that used in Ref. 1, Sec. 2.2. 

31 Bateman Manuscript Project, Integral Transforms (McGraw­
Hill Book Company, Inc., New York, 1954), formula 1.12 (I). 

3. See Ref. 29, Sec. 1, for a description of the function H(x). 
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get, using a well-known formula,aa 

(5.25) 

which is precisely the first-order approximation for 
(5.16). 

The y,'s defined by (5.16) are therefore, in the 
first-order approximation, the interpolation coeffi­
cients of an even potential VI of class e which leads 
to phase shifts equal, in the same approximation, to 
the phase shifts given by the actual potential V. Since 
the inverse scattering problem has one solution and 
only one in the even potentials of e, there exists a 
potential V2 which yields exactly the JWKB phase 
shifts and which differs from VI at most by second­
order terms. If the initial potential belongs to class 
e, V2 is an approximation of it up to the second order 
in the asymptotic parameter (E-! or A-I). 

Suppose now we solve the inverse scattering problem 
in the framework of the semiclassical theory, using 
an even entire interpolation function for the phase 
shifts and computing the potential Va as the fractional 
derivative of this interpolation. In the first-order 
approximation, Va is equal to V2 , and we know from 
a previous studya4 that Va is an asymptotic approxi­
mation of V. We have therefore shown that if the 
conditions of the first-order JWKB approximation 
are satisfied, there exists a potential (V2) which 
yields exactly the JWKB phase shifts and which is an 
approximation of the initial potential. Let us recall 
that we came to the same result by assuming both 
the validity of the Born approximation and a suffi­
ciently large energy. It would be interesting to extend 
our result to the general JWKB (and not only first­
order) approximation. We found heuristic arguments 
for this extension, but we cannot be satisfied with them. 

6. ELEMENTARY DERIVATION OF THE 
INTERPOLATION FORMULAS 

The interpolation formulas obtained in Sec. 2 for 
products of wavefunctions can be obtained by 
elementary manipulations of the wave equation (1.2). 
The simplest case occurs when the functions X-;.(z) 
in (2.30) reduce to powers of z. In the case of even 
potentials, the interpolation formula reduces then to 
(2.5). In this section we derive (2.5) by a very simple 
method. This method enables us also to derive exact 
formulas for the solutions of Eq. (1.2) and for the in­
terpolation coefficients. As expected, these formulas 

33 Ref. 31, formula 2.12 (1). 
34 We suggested this study in Ref. 29 and we performed it in 

detail, up to the third order of asymptotic parameters, in our 
doctoral dissertation (Faculte des Sciences, Orsay No.'153, 1966). 

cannot be used for practical computations. It is then 
shown how the interpolation formulas of type (2.5) 
can be obtained for potentials analytic in zl/m. To end 
this section, we sketch an elementary approach to the 
general interpolation formula (2.30). 

In order to show our first point, let us remark that 
the following equations are derived straightforwardly 
from (1.2): 

[T. - 2Iz-1(d/dz)]Z-IX,(Z)S,(z) = 0 (6.1) 

[T. + 2Az-1(d/dz)]Z-IX;.(Z)S_;.(z) = 0, (6.2) 
where 

T. == (d2/dz2) + W(z) + z-l(d/dz) 

[with W(z) = 1 - W(z)] (6.3) 

and the functions s;.(z) are defined by (1.38). 
Assume now that a sequence {an} can be constructed 

(with ao = 1), for which the relation 

d 00 

- z-1 1 anXn(z)siz) = 0 (6.4) 
dz n=O 

holds inside a circle w centered at the origin and with 
a nonvanishing radius R. We assert that the following 
relation holds in w: 

or 

r(1 + A)(~)-;'XiZ) =! _1._ an(~)nXn(Z). (6.6) 
2 n=O 1.+ n n! z 

The proof is made in two steps. First, applying 
[T. + 2Az-1(d/dz)] to the right-hand side of (6.5), 
using (6.4), and taking into account the boundary 
conditions, we easily see that provided the right-hand 
side of (6.5) be an analytic function, it is equal to the 
left-hand side. The problem reduces therefore to 
constructing {an} and proving the existence of w. 
Now, we know from a previous analysis9 that if 
W(z) is an even analytic function of z inside a circle 
n centered at the origin and with a radius r, the 
functions z-IXn(z)sn(z) are even analytic functions in 
this circle and have the expansion 

00 

(t1TZ)-IXn(z)sn(z) = N(n) 1X~z2q, (6.7) 
Q=n 

where 
N(n) = (2n n!)-2 and X~ = 1. (6.8) 

In (6.7), the expansion coefficients are bounded by 

Ix~1 < M(R)q-1R-2(q-n), q > n, (6.9) 

where R is any positive number smaller than r, i.e., 

R = r - E. 
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It is easy to calculate the coefficients an by induction 
from the following equations which one deduces from 
(6.7): 

" I aIN(I)x7 = c}~, (6.10) 
o 

where c5~ is the Kronecker symbol. Obviously an can 
be calculated exactly as an uninteresting Cramer's 
determinant whose elements are taken in the X~. If 
positive numbers i~ are upper bounds for the Ix~I's, 
then the following relations define upper bounds al 

for the lall's: 
,,-I 

ao = 1 N(n)an = I N(l)azi~. (6.11) 
o 

Using (6.9) for i~, and solving (6.11), we get 

{N(n)~ = ~-.. IT p + N(R) < CR-'". (6.12) 
p=o p + 1 

From (6.9), we easily obtain the bound for Xn(z)sn(z), 

I (i1TZ)-lXn (z)s" (z) I < N(n) Izl2n(l - R-2IzI2)-1. 

(6.13) 

The series (6.4) and (6.5) are therefore uniformly 
convergent and define an analytic function inside the 
circle Izl < R. Q.E.D. 

6.1. Formal Expansions for tbe Partial Wavefunctions 

We use hereafter for (!1TZ)-lXn(z)sn(z) the condensed 
notation ~n(z2) or, defining a new variable x equal to 
Z2, ~n(x). We use also for convenience the function 

j(x) = tW(z) (6.14) 

and define the operator A which transforms any 
analytic function g(x) according to the following 
scheme 

Ag(x) == x - g(x) + f(t)g(t) dt. d j'" 
dx 0 

(6.15) 

From (6.1), it is easy to see that ~n(x) is an eigen­
function of A, which corresponds to the eigenvalue n: 

A~n(x) = n~n(x). 
Since it follows from (6.4) that 

,,=0 

we see that Al is equal to 

~onan~n(X) or to 5o"'f(t) dt, 

a result equivalent to (2.7). 

(6.16) 

(6.17) 

It is important to notice that any number of applica­
tions of A to a function ~n(x) leads us to a function 
whose zero for x = 0 is at least of order n. As a result, 
it is easy to derive, from (6.16) and (6.17), the formulas 

anN(n) = , [
A(A - 1) ... (A - n + 1)1J 

n! n (6.18) 
apN(p)ix; 

= [A ... (A - p + l)(A - p - 1) ... (A - n)1] , 
(_l)n-pp !(n - p)! 11 

where the subscript n outside the bracket means that 
we take the coefficient of x" in the Taylor expansion.35 

The same result could be obtained by calculating 
[1]n, [A1]n,"', [Anl]n, with the help of (6.17), and 
solving the Cramer's system thus obtained. The 
solution is easy to obtain, since the determinants are 
of the Van der Monde type. 

Let us now define the following functions: 

A(A - 1) ... (A - n + 1)1 
g..(x) = , 

n. 

= r( -A + n)1 (-1)", (6.19) 
r(-A)n! 

where the last formula is only a formal way of writing. 
From (6.16) and (6.17), we derive straightforwardly 

ex> r(l + 1) 
gn(x) =I~ r(l + 1 _ n)n! a/~l(x) (6.20) 

which holds at least in the circle x < r. Let us then 
calculate 

I r(1 + q) (-1)llgix). (6.21) 
ll=pr(1- p + q) 

Inserting (6.20) in (6.21) and performing the algebraic 
sums with the help of Gauss theorem yield the result 
which is proportional to Ep(x). Using (6.19) we 
write 

apEp = (-1)P i 1 r( -A + q) 1. (6.22) 
p! Il=P r(l + q - p) r(-A) 

This formula should be considered in general as 
meaning only equality between the Taylor expansions 
of both sides. 

If we notice that the gn(x) are equivalent to x" as 
x --+ 0, it is easy to derive formula (6.18) from (6.22). 
Formal manipulations of (6.22) may lead one to 
interesting results-to be proved in another way. 

35 Notice that (6.18) expresses the interpolation coefficients as 
polynomials of powers of the potential strength. Similar formulas 
and results can be obtained for analytic potentials. 
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Algebraic manipulations yield, for instance 

00 A. 
h;.(x) = 2 -- an~n(x) = (A. + d)-IA.. (6.23) 

01+ n 

The result is therefore a solution of the equation 

(1 + d)h;.(x) = 1. (6.24) 

Differentiating both sides of (6.24) and taking into 
account the boundary conditions lead us to (6.5). 
Bessel functions hyperg~ometric series can also be 
easily obtained from (6.22) using the appropriate d. 

6.2. Extension of the Results for Analytic 
Potentials of zIt m 

Equation (6.1) thus reads 

{[~ + z-l..E:.. + v(zm-l)J~;.(Z)= 21z-l !!... ~;.(Z), 
dz2 dz dz 

(6.25) 
~;.(z) '" z2;'D(1) as z ---+ O. 

Using the new variable x equal to zl/(2m), we obtain 
the equation 

{
[ (::2 + X-I ~) + 4m2x4m-2V(x2)J~;.(x2m) 

= 41mx-l !!... ~;.(x2m) (6.26) 
dx 

~;.(x2m) '" D(1)x4.l.m as x ---+ O. 

It follows from (6.26) that if ~ix) are the solutions of 
(6.26) corresponding to the eigenvalue /-' with the 
usual normalization, we have 

I:: ( 2m I:: ) N(A) s";. x ) = S"2.l.m(x . --- . 
N(2A.m) 

(6.27) 

The solutions ~;.(x2m) can therefore be related to 
the solutions for an even potential, for which the 
previous interpolation holds. This yields readily the 
generalization of (6.6) valid when the potential is an 
analytic function of zl/m. 

6.3. Elementary Approach to the General Formula 

The general interpolation formula (2.32) can be 
derived by elementary but somewhat tedious methods 
which we only sketch here. From the equations 

{ "P~ = [(12/r2) - Wl ]"P;., 
(6.28) 

X~ = [(12/r2) - W2]X;. 

it is easy to prove that the function y equal to "P ±;.X ±.I. 

satisfies the following integrodifferential equation: 

y'" + 2(WI + W2)y' + (W~ + W2)y 

+ (W2 - WI) [ C + f(W2 - WI)y(p) dPJ 
= (4A.2/r2)(y' - r-Iy), (6.29) 

where the constant C is equal to zero for a solution 
equal to zero at the origin, to 1 for "P;. X_;.. 

Equation (6.29) can be as well written in the form 

Ey == (412/r2)[y' - r-Iy] = 12.'Fy. (6.30) 

Assume now that it is possible to define two se­
quences {an} and {bn} such that 

(6.31) 

TT 00 

- KV'(z, z) = 2 "PnXnan' 
2 I 

(6.32) 

Then applying E to both sides of 

00 [1 A.
2 

] 11 = "PoXo + 2 "PnXn 12 2 an + 12 2 bn 
1 - n - n 

(6.33) 

and using (6.31) and (6.32), it is easy to show that 
11 is a solution of (6.29) and that the boundary con­
ditions prove that it is equal to 

(A/sin TT1)"P;.(z)X_;.(z). 

Identification with formula (2.32) requires the 
following relations: 

b,. = (TT/2/-,)[y,.{W, 1) + y,.(V, I)]}. 
(6.34) 

a,. = fTT[Y,.{W, I) - y,.{V, I)] 

7. CONCLUDING REMARKS 

We would like to emphasize the fact that the various 
formulas given in this paper are only examples of the 
interpolation formulas which can be obtained for the 
wavefunctions or related quantities. 

First, the conditions of the Lagrange-Valiron 
theorem enable one to translate the set of indices in the 
right-hand side of (2.2), since fez + cx.) has obviously 
the same properties asf(z). It would be easy to derive, 
for instance, an interpolation formula in which only 
the half-integral values of 1 are included in the set. 
However, since only the positive half-integral values 
of 1 are "physical," this formula is not very interesting. 

From (2.32) or from a formula derived from (2.32) 
and from a definition of the irregular wavefunction 
for integer 1 analogous to the one of the irregular 
Bessel function Yn(z), it is easy to derive an expansion 
of the irregular wavefunction in terms of the regular 
wavefunctions and interpolation coefficients. 

As a third kind of derived formulas, we notice the 
exact summation of expansions like 

8
1 = ~ a,.("P"X~ = "P~X"»), (7.1) 

8 2 - 2 b,.( "P,.x,. "P,.x,.) ,. 
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where the all's and the bfl'S are defined as in (6.34), 
and bo = 1. Use of the Wronskian properties, together 
with formulas like (6.31) and (6.32) lead us straight­
forwardly to the results, 

SI = - ~ {few - V)p dPf}. 

(7.2) 
S2 = 7!. fZ(w - V)p dp 

2 Jo 
If the interpolation coefficients are bounded as in 

Sec. 4, it is possible to obtain sums of lost functions 
by letting z -->- 00 in those formulas. Results of the 
same kind are easy to derive either by applying the 
operator Ll n times to (6.31), (6.32), (7.1), or by using 
next orders in the asymptotic expansion (1.47). 
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APPENDIX 

Several times in this paper we identified the co­
efficients of a given power of IAI-1 in two asymptotic 
expansions which are valid only outside the real axis. 
This may seem to be a shortcoming since the function 
involved is not an analytic function of A-I at A-I = 0, 
and since, in no case, we studied thoroughly the 
right-hand side asymptotic expansion. To ensure our 
point, let us recall that the expansions to be compared 
are of the form: 

(1) on the left-hand side, 

ao + a1A-1 + ... anA-n + O(A-n- f
) (11m AI > EO)' 

(AI) 

where EO is any fixed positive number, the remainder 
O(A-n-<) depending on EO; 

(2) on the right-hand side, 

00 b I -2-
Q
-, where Ibal < C Iql-2r-f,. 

1 Y _ q2 
(A2) 

Actually the series we encountered are of the form 

i~, (A3) 
1 Y - q 

but it is easy to reduce their study to that of (A2) with 
the help of a prescription similar to the one sketched in 
(6.33) and (6.34). Using now a well-known identity, 
we can write (A2) in the form 

r-l 00 1 (q2)P 00 1 (q2)r I !bq2 -; + !-2--2 ba -;. (A4) 
l)~O Q~1 Y Y 1 Y - q Y 

In a previous paper,5 we showed that a series 

00 y 
S = I 2 q 2' (AS) 

q~1 Y - q 

where the Iyls are bounded by Cq-P( -1 < (J < 1) 
is bounded, as lyl goes to 00 outside the real axis, by 
(C lyl-1-P+, + C lyl-2), where the constants depend on 
11m YI. Expression (A4) is therefore an asymptotic 
expansion of form (AI), provided the inequality in 
(A2) be satisfied. Identification of the coefficients in 
two expansions of form (AI) is easy to do. Making 
IAI -->- 00 leads us to the identification of ao . After 
suppressing a o and multiplying both sides by A, the 
same device leads us to the identification of a1 , 

etc. 
In Sec. 2 and 6, where we used these results, the 

coefficients bq are functions of z. They are bounded, 
according to (1. 7), as z lies in the circle 1), in such a 
way that Ibal < Cj(q!)2. As a result we can take 
r = 00 in (A2). However, if we try to use the 
identification process after letting z -->- 00, we have to 
test inequalities carefully. This has been taken into 
account in Sec. 4. 
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This paper derives the general commutator [qm, pfl] for all integers m and n, positive or negative. Two 
new identities for the binomial coefficients are derived using the general commutator. A simple example 
of the use of the general commutation relation is given in the expansion of (Ap + Bq)fl (A, B, constants) 
in normal form for integer n. 

I. INTRODUCTION 

A RECENT article in this journall has given a 
method of rearranging functions of the operators 

q and p so that all the q's lie to the left of all the p's. 
The method has two limitations. First, it involves 
solving an associated eigenvalue equation. And, 
second, it is proved only for functions of positive 
powers of the operators. The importance of con­
sidering negative powers of operators is clear from 
the fact that the canonical conjugate of most operators 
of interest involve negative powers of operators. 
Negative powers of operators do not exist in Hilbert 
space, of course, but do in a generalized function 
space. 

It is true that all of the results in this paper could 
be derived in a representation. However, in addition 
to being aesthetically less pleasing, this would make 
the results representation-dependent and one would 
then have to prove separately that they were inde­
pendent of the representation. The fact that mixed 
representations as well as q and p representations are 
of interest in generalized function spaces would make 
such a proof more difficult. 

This paper derives the general commutator [qm, pn] 
for all integer m and n, positive or negative. Two new 
identities for the binomial coefficients are derived 
using the general commutator. A simple example of 
the use of the general commutation relations is given 
in the expansion of (Ap + Bq)n (A, B, constants) in 
normal form for integer n. 

II. DERIVATION OF THE GENERAL SPACE­
MOMENTUM COMMUTATION RELATION 

We -consider only the one-dimensional case. The 
extension to higher dimensions is trivial. We assume 
there exist two operators which obey the commutation 
relation 

[p,q] = -iii. (1) 

Since this is our only assumption and since (1) is 

invariant under the transformation 

q--p; p-- -q, (2) 

all the resulting equations also have this invariance. 
For the same reason all the resulting equations are 
invariant under the transformation 

q -- p; p -- q; Ii -- -Ii. (3) 
We wish to find the operator function F(q, p) such that 

[pa, qP] = F(q, p), (4) 

where in general rx and fJ are allowed to be any integers, 
positive or negative. We say that an operator F(q, p) 
is in the standard form when it is expressed as an 
infinite series, each term of which has all the q's to the 
left of all the p's. The notation F(q I p) means F(q, p) 
expressed in its standard form. Thus, 

00 

F(q I p) = .2 aikqipk. (5) 
i,k=-oo 

We demand that F(q,p) in Eq. (4) be expressed in its 
standard form, 

A. Positive Powers of the Operators, 
ex > 0; f3 > 0 

First consider [pn, q]. If 

[pn, q] = -innpn-l (n ~ I), (6) 
then 

[pn+!, q] = p[pn, q] + [p, q]pn 

= -ifmpn - ilipn = -ili(n + I)pn, (7) 

Thus, if Eq. (6) is true for one choice of n, (n ~ 1), it 
must be true for all larger choices. Since it is true for 
n = I, it is true for all n, (n ~ I). 

Applying the transformation (2) immediately gives 

[p, qn] = -ilinqn-l (n ~ I). (8) 

Now consider [pa, qll]. If, 

[pa, qP] = Lr) (rx) (fJ)( _ ili)mm! qP-mpa-m 
m=l m m 

(rx~l; fJ~l), (9) 

1 Leon Cohen, J. Math. Phys. 7, 244 (1966). where L(rx, fJ) is equal to rx or fJ (whichever is least), 

1973 
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and (~) and (!) are binomial coefficients,2 then 

[pll+I, qll] 

= p[pll, qll] + [p, qll]pll 

= _ilipqll-lpa. + L!:)(IX) (P)(-ili)mm! qll-mpll-m+1 
m=1 m m 

+ Ly) (IX) (P)( -ili)m+!m! (P _ m)qll-m-1pa.-m 
m=1 m m 

= -ilipq(II-1)pll 

+ L!II) (IX) (P)( -ili)mm! qll-mpa.-m+! 
m=1 m m 

+! IX (-ili)m(m _ I)! L(a.,II)+! ( ) ( P ) 
m=2 m - 1 m - 1 

X (8 - m + l)qll-mpa.+!-m 

= -ili(1X + I)Pqll-1pll 

+ L!II) (IX + 1) (P) ( _ ili)mm! qll-mpll+!-m 
m=2 m m 

+ ( IX ) ( P )( _ ili)(L(II,II)+!)[L( IX, P)]! 
L( IX, P) L( IX, P) 

X (P - L(IX, P»q(II-L(II,II)-1)p«<-L(II,II» 

=L!:) (IX + 1) (P)(-ili)mm! qll-mpll+1-m 
m=1 m m 

+ ( IX )( P )(-ili),L(II,II)+!)[L(IX,P)]! 
L( a., P) L( a., P) 

X (P - L(a., P»q<ll-L(II,III-l)p'IZ-L(II,III). (10) 

If P > a., then L(a., B) = a. and the last term in (10) 
is 

(~)( _ili)(IZ+l)a.! (P _ a.)qll-lZ-1 

= (a.! 1)( _ili)CZ+1(a. + I)! qll-(cz+l), (11) 

which gives 

[Pll+!, qll] = 1;1 (a. + 1) (P)( _ ili)mm! qll-mpll+1-m 
m-l m m 

(P > a.). (12) 

If a. ~ p, then L(a., f3) = P and the last term in Eq. 

I This result has been previously derived in the q-representation 
by J. R. Shewell, Am. J. Phys. 27, 161 (1959). 

(10) vanishes. Then, 

[pll+!, qll] = f (a. + 1) (P)( -ili)mm! qll-mpcz+1-m 
m=1 m m 

(a. ~ P). (13) 
Combining Eqs. (12) and (13) we get 

[pll+!, qll] = L(II:f,II) (a. + 1) (P)( -ili)"'m! qll-"'plZ+1-m. 
m=1 m m 

(14) 
Applying the transformation (2) to (14) and then 

exchanging the labels (a. + 1) and P gives 

[qll, pa.+!] = L(a.:f,III(a. + 1) (P)(ili)mm! pa.+1-mqll-m. 
m=1 m m 

(15) 
Applying Eq. (3) to Eq. (15) and then exchanging 

a. and P gives 

[pa.,qll+1] = L(1;1,1I) (IX) (P + 1)(_ili)mm!qll+l-mplZ-m. 
m=1 m m 

(16) 

Equations (14) and (16) together imply that if 
Eq. (9) is true for any values of a. (a. ~ 1) and P(P ~ I), 
it is true for all larger values. Since it is true for 
(a. = 1; P = I), it is true for a.;;::: 1; P ~ 1. 

B. In'ferse Operators 

1. Definition and Basic Commutation Relations 
Involving Inverse Operators 

We define the inverse of an operator q by the 
relation 

1 1 
q-=-q=l. 

q q 
(17) 

1 
- , as defined in (17), exists as an operator in a genera­
q 
lized function space. 

Note then, that 

p[! ,q] = q - pq! = q - (qp - ili~ = i~ . 
p p p P 

Thus, 

[
1 J 'Ii P,q = ~2' 

Transforming (19) with (3) gives 

[ 
IJ 'Ii P'q = :2' 

Also, 

qp -, - = 1 - qp- - = 1 - (pq + Iii)=--[
1 IJ 11 . 11 
P q qp qp 

= -i~!, 
qp 

(18) 

(19) 

(20) 

(21) 
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[
1 IJ 11 . 1 1 pq -, - = pq- - - 1 = (qp - Iii)=- - - 1 
p q pq pq 

= -iii!! . (22) 
pq 

From Eqs. (21) and (22) we find 

[!.!J = -iii! 1.! = -ili!~ !. (23) 
p q p q2 P q p2 q 

Equation (23) is not in the standard form. We later 
put it in this form. 

2. at > 0; p ~ 0 

We define y = -p. Consider [p, ~ J If 

[p 1.J = iliy_l-
, 1 7+1' q q 

(24) 

then 

[p, q~+IJ =;[p, ;1J + [p,;J;y 

= iliy_l- + ili-l- = ili(y + 1)_1_. 
q7+2 q7+2 q7+2 

(25) 
Thus, since Eq. (24) is true for (y = 0), it is true for 

all y ~ o. Using Eq. (3) on (24) we get 

[1. , qJ = iliy _1_ (y ~ 0). (26) 
pY pY+l 

Now we consider [p'z, ~ J If 
[

p .. ,1.J = i (at) (Y + m - 1)(ilirm! ~1 p .. -m, 
qY m-l m m q7+m 

(27) 

= i (at) (Y + m - 1)(ilirm! _1_ p .. +1_m 
m~l m m q7+m 

+ 11 ( at ) (Y + m - 2)(ili)m(m _ I)! 
m=2 m - 1 m - 1 

x (y + m - 1)_I_pcz+1-m + iliy_l_p" 
qy+m q7+1 

= 11 (at + 1) (Y + m - 1)(ilirm! _1_ plZ+1-m. 
m=l m m q7+m 

(28) 

Thus, since we have shown that Eq. (27) is true for 
at = 1, for any y ~ 0, it is true for all at ~ 1 and any 
y ~o. 

An analogous proof gives 

[1., qflJ = f (P) (Y + m - 1) (ili)mm! qfl-m +, 
pY m=1 m m pY m 

(29) 
where y ~ 0; P > O. 

3. at ~ 0; P ~ 0 

We define y = -at, E = -p, so that y and E are 
nonnegative integers. 

Consider the identity (y > 0) 

'Ii 1 -IY-pY+l 

= _ i (Y + m - 1)(_ili)mm! _1 __ 1_ 
m=2 m q'm-l p7+m 

1 1 
x (y + m -1)-­qm-l p7+m 

+ i (Y + m - 1)(-ilir m! _1 __ 1_ 
m-I m qm-l p7+m 

= _ i (Y + m - 1)( _ili)m+lm! (y + m) 1m 7+
1
m+l m-l m q p 

+ i (Y + m - 1)(-ilir m! _1 __ 1_ 
m-I m qm-l p7+m 

= i (Y + m - 1)(_ili)mm! 
m=1 m 

x Im(q y~m + ili(y + m) ;m+l) 
q p p. 
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= i (Y + m - 1)( -i/i)mm! 
m=1 m 

x qlm{qpy~m + [py~m' q J} 
= f (Y + m - 1)( -i/i)mm! J... _1_q. (30) 
m~ m qmp~m 

Thus, 

- iliy _1_! = {!q -I [! , qJ}! - ! = q! ! -! 
pH1 q pY pY q pY pY q pY 

= i (Y + m - 1) ( _ ili)mm ! J... _1_ . 
m~ m qmpHm 

(31) 
Therefore for Y > 0, 

[! .!J = i (Y + m - 1)(_ili)mm! _1 __ 1_ . 
pY q m=1 m q1+m pHm 

(32) 
The special case Y = 1 gives the standard form for 

Eq. (23). Similarly one can show that for € > 0, 

[!,!J = i (€ + m -1)(- ilir m ! _1 __ 1_. 
p qE m=1 m qE+m p1+m 

(33) 
For Y > ° and € > 0, if 

[! ,!J = i (Y + m - 1) (€ + m - 1) 
~ if m~ m m 

x (_ ili)mm! _1 __ 1_, (34) 
qE+m pHm 

x _1_{! _1 + [_1 !J} 
qE+m+1 q pHm pHm ' q 

+ i (Y + m -1)(_ilirm!_I- _1_ 
m=1 m qE+1+m pHm 

= i (Y + m - 1)( -ili)mm! 
m=1 m 

{[
€ + m - IJ + I} 1 1 

x m qE+m+1 pHm 

+ i (Y + m - 1) (€ + m - l)m! 
m=1 m m 

i (Y + M - 1) 
x 1If=m+1 M - m 

x (-ili)lIf(M _ m)! _1 __ 1_ 
qE+M+1 pHM 

= 11 (Y + : - 1) (_ ili)mm! { (€ + : - 1) + I} 
1 1 + i (€ + m - 1) 

X qE+m+1 pHm m=1 m 

X i (Y+M-l)M!(_ili)M_1 ___ 1_ 
M=m+1 M qE+M+1 py+M 

= _ iliy( € + 1) _1 __ 1_ 
qE+1 pH1 

+ i (Y + m - 1)(_ili)mm! {(€ + m -1) + 1 
m=1 m m 

(35) 

If we define S = € + m - 1, then 

2 - 2 - 2 -1. 
m-1(€ + n _1)_<+m-2( S )_<+m-2( S ) 
n=1 n 8=< € - 1 8=E-1 € - 1 

(36) 

It is a well-known identity3 that 

<+i;-2( S ) = (€ + m - 1). (37) 
8=£-1 € - 1 € 

Putting Eqs. (36) and (37) into Eq. (35), we find that 
if Eq. (34) is true then 

[J... ,_1 ] = i (Y + m - 1) (€ + m) 
py qE+1 m=1 m m 

( 'Ii)m, 1 1 X -I m. E+1+ --. q mpHm 
(38) 

A similar proof shows that if Eq. (34) is true then 

[_1 ,IE] = i (Y + m) (€ + m - 1) 
py+1 q m=1 m m 

x (_ ili)mm! _1 ___ 1 -. (39) 
q<+m pY+1+m 

Thus, since we have previously shown that Eq. (34) 
is true for Y = 1 or € = 1, it is true for all Y ~ 1; 
€ ~ 1. 

3 Handbook of Mathematical Tables (The Chemical Rubber 
Company, Cleveland, 1964), p. 388. 
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We can combine the four subcases (9), (27), (29), 
and (34) by introducing the following notation: 

()(q) == {O for q < O}; 
1 for q > 0 

a( ex, (3) = ()( ex )()((3) + ()( - ex)()( - (3) ; 

-r( ex, (3) == ()( ex )()«(3){ ex()«(3 - ex) + (3()( ex - (3) + !} 

+ ()(ex){ex()(-(3) - I} + ()«(3){(3()(-ex) - I} 
1 + . 

()( ex) + ()«(3) 
(40) 

()(q) is the usual step function. 

{
I when ex and (3 have the same SignS} 

a(ex, (3) = 0 when ex and (3 have different signs' 

-r( ex, (3) = 

(

The smaller of the two, if both ex and (3 are PositiVe) 
The positive one, if ex and (3 are of different signs . 

\ 00, if ex and (3 are both negative 

(a -/3) 

(0-=0> (0-=11 
:(tan T = /3) r---

---+----Q a 

Ian T = CO 
(lanT=a) 

(0-=1) (0-=0) 

IIIII 
With this notation, we can now write for any 

integers ex and (3, positive or negative, 

TCa,p) 

Cpa, qP] = (1 - (Ja,o)(1 - (Jp,o) ~ 
m=1 

x (Iex l + (m :: 1)()( -ex») 

x (,(31 + (m :: 1)()( -(3») 

x (ili)m( _l)"Ca,P)mm! qP-mpa-m. (41) 

This result can be extended to the case of two 
operators whose commutator [p, q] = K, an arbitrary 
constant, by merely letting iii -+ -K in Eq. (41). 

m. TWO NEW IDENTITIES SATlSF1ED BY 
THE BINOMIAL COEFFICIENTS 

Multiplying both sides of (34) by q< we get 

Ell 1 q----
p1 qE p1 

= (.!. qE - [.!., qEJ).!. - .!. 
p1 p1 qE p1 

= _ i (I:) (Y + m - 1)(ili)mm! qE-m _1_1. 
m=1 m m pHm qE 

=! (Y + m - 1) (I: + m - 1)(_ili)mm! 1. _1 '. 
m=1 m m qm pHm 

(42) 
Thus, 

_ ± (I:) (Y + m - 1) (ili)mm! q'-m _1_ 
m=1 m m p1+m 

=! (Y + m - 1) (I: + m - 1)(_ili)mm! 1m 
m=1 m m q 

X (qE p1~m + [p1~m' qEJ) 

= i (Y + m - 1) (I: + m -1)(_ili)mm! qE_m_l_ 
m=1 m m pHm 

+ i1(Y +: -1)(1: +: -1)(-l)mm!n~J;) 
(
y + m + n - l)('Ii)m+n I E-Cm+n) 1 

X 1 n. q +c + ) . n p1 m n 
(43) 

Defining G( ex, (3) to be ex or (3 whichever is larger, 
(43) can be written 

! (Y + m - 1) (I: + m - 1)(_ili)mm! q<_m_l_ 
m=1 m m pHm 

+ ± (I:) (Y + m - 1)(ili)mm! qE-m _1_ 
m=1 m m p1+m 

+ ! (Y + m - l)m! (ili)m 11 (_I)n 
m=2 m n=GC1,m-e) 

X (€ + n - 1) ( € ) q<-m _1 = O. (44) 
n m - n p1+m 

Since (44) is an operator equation, the coefficient of 
q<-a(ljp1+a) must vanish identically for each choice of 
ex. The choice ex = 1 gives a trivial identity. For I: ~ ex ~ 2, G(l, ex - 1:) = 1 and we get the identity 

i (_l)n (n + I: - 1) ( I: ) = O. 
n=O n ex - n 

(45) 

Swapping the labels ex and I: in (44), we get for 
ex ~ 1; I: ~ 2; and I: > ex, 

i ( -1)n (n + I: - 1) (ex) = O. (46) 
n=O ex - 1 n 

These two identities can be combined to give 

i (_It (n+l:-l)( I: )=0. (47) 
n=GCO,a-e) n ex - n 
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IV. EXPANSION OF (Ap + Bq)n IN NORMAL 
FORM FOR INTEGER n 

_ {~ for n even, 
Let 'Y(n) = 1 n-

-- for nodd. 
2 

(48) 

1 for p~O 

Let pI! == 1'3'5"'p for p > O,p odd 

2·4·6·· 'p for p > O,p even. (49) 

Assume that 

(Ap + Bq)n = 'I'!) ( _ iIiAB)i(2j _ I)!! (n.) 
i=O 2) 

x :~i (n ~ 2j)(Bqyn-2i-r)(AP)', (50) 

where A and B are numbers and p and q are operators 
satisfying 

[p, q] = -iii. (51) 

From Eq. (6) we see that 

[pr, q] = -ilirpr-l. (52) 

Multiplying both sides of Eq. (50), on the right by 
(Ap + Bq), and applying (52) to the result, we get 

(Ap + Bq)n+l = 'I'!) (_ iIiAB)i(2j _ I)!! (n.) 
i=O 2) 

X nIi(n - 2j )(Bq)(n-2i-r)(A Pr +l 
r=O r 

+ 'I'!)( -iIiAB)i(2j _ I)!! (n.) 
i=O 2) 

x nIi(n - 2j)(Bq)(n+I-2i~)(Apr 
r=O r 

+ 'I'!)(_iIiABYi+1l(2j _ I)!! (n.) 
;=0 2) 

n-2i ( 2 ') X r~ r n ~ J (Bqyn-2i-r)(Apyr-l). 

(53) 

In the last term of (53), the term where r = 0 equals 
zero and thus can be dropped from the summation. 
In the case where n is even, however, 'Y(n) = in and 
the termj = 'Y(n) contains only the r = 0 term, and 
thus, must be dropped simultaneously. The " last term 
in (53) can be then written as 

"'!)( -iIiAB)(i+l)(2j _ I)!! (n.) 
i=O 2) 

X nIi r(n - 2j )(Bq)n-2i-r(AP)r-1, (54) 
r=1 r 

where 

{
~ - 1 for n even 

<P(n) == 
n - 1 
-- for nodd. 

2 

(55) 

Making the transformations r ---+ (r - 1) and 
j ---+ (j + 1) in (54) and simplifying, we get for the 
last term in (53) 

"'(I,+\-iIiAB)i(2j - 1)!!(n ~ 1)[~J 
i=1 2) n + 1 

X n:~2i C + ~ - 2
j
)(Bq)(n+1-2i-r)(AP)', (56) 

Making the transformation r - .. (r + 1) in the first 
term on the right side of (53) and combining it with 
the second term on the right side of (53), we get for 
the first two terms 

'I'!)( -iIiAB)i(2j _ I)!! (n,) 
1=0 2) 

X n:~2i C + ~ - 2j) (Bq)(n+l-2i-r)(Ap)'. (57) 

Then combining Eqs. (56) and (57), we get 

(Ap + Bq)n+l 

= 1:)( -iIiAB)i(2j - I)!! (n ~ 1) 
r=O 2) 

X n+f2
1
(n + ~ - 2j)(Bqyn+I-2i-r)(APr 

r=O r 

+ (1 + <P(n) - 'Y(n»( - iIiAB)(n+l)/2n !!. (58) 

Note that 

1 + <I>(n) - 'I'(n) ~ G for n even 

for n odd. 
(59) 

Since 

r(n) for n even 
'Y(n + 1) = 

'Y(n) + 1 for n odd, 
(60) 

(58) can be written 

(Ap + Bq)n+l 

= I (- iIiAB)i(2j - I)!! n , 
'I'(n+l) ( + 1) 
r~ ~ 

X n:~2i (n + ~ - 2j) (Bqy n+l-2i-r)(Apr. (61) 

Thus, if Eq. (50) is true for n, it is true for n + 1. 
Since it is true for n = 0, it is true for all n ~ O. 
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Phase-Integral Approximation 
in Momentum Space and the Bound States of an Atom 
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(Received 13 February 1967) 

The phase integral approximation of the Green's function in momentum space is investigated for an 
electron of negative energy (corresponding to a bound state) which moves in a spherically symmetric 
potential. If the propagator rather than the wavefunction is considered, all classical orbits enter into the 
formulas, rather than only the ones which satisfy certain quantum conditions, and the separation of 
variables can be avoided. The distinction between classically accessible and classically inaccessible regions 
does not arise in momentum space, because any two momenta can be connected by a classical trajectory 
of given negative energy for a typical atomic potential. Three approaches are discussed: the Fourier 
transform of the phase integral approximation in coordinate space, the approximate solution of 
Schrodinger's equation in momentum space by a WKB ansatz, and taking the limit of small Planck's 
quantum in the Feynman-type functional integral which was recently proposed by Garrod for the energy­
momentum representation. In particular, the last procedure is used to obtain the phase jumps of 1T/2 
which occur every time neighboring classical trajectories cross one another. These extra phase factors 
are directly related to the signature of the second variation for the action function, and provide a physical 
application of Morse's calculus of variation in the large. The phase integral approximation in momentum 
space is then applied to the Coulomb potential. The location of the poles on the negative energy axis 
gives the Bohr formula for the bound-state energies, and the residues of the approximate Green's 
function are shown to yield all the exact wavefunctions for the bound states of the hydrogen atom. 

I. INTRODUCTION of classical orbits for which there is no simple and 

THE present investigation was undertaken with general description. Second, at a given negative 
the ultimate goal of finding analytic (as op- energy, E < 0, any two momenta p' and p" can be 

posed to numerical), approximate expressions for connected by a classical trajectory in the case of a 
single electron wavefunctions of bound states in typical atomic or molecular potential. But two posi­
atoms or simple molecules. The phase-integral ap- tions, q' and q", can be connected by a classical 
proximation, sometimes called the WKB method, trajectory only if they lie both in the region where 
provides such expressions. However, it turns out the potential energy V(q) is smaller than the total 
that a somewhat unusual approach working in energy E. The propagator F(P" p' E) will, therefore, 
momentum space is more appropriate than the well- be approximated by an expression P(P" p' E) with 
known form involving Hamilton's action function smoother behavior than the propagator G(q" q' E) 
in coordinate space. Actually, we construct a phase- whose approximation G(q" q' E) has some rather 
integral approximation for the propagator, or Green's artificial singularities around V(q') = E or V(q") = E. 
function, F(P" p' E), in terms of the initial momentum Third, it appears that the common procedure of 
p', the final momentum p", and the energy E. The separating the variables in a problem of spherical 
singularities of F along the negative E axis give the symmetry has an adverse effect upon the phase­
approximate wavefunctions. This procedure is tested integral approximation. The well-known difficulty in 
for the Coulomb potential, where it is found to yield obtaining Bohr's formula for the hydrogen levels 
the exact wavefunctions for all the bound states. vanishes entirely if we construct either P or G in three 

Although this last result seems better than expected, dimensions without bothering to separate variables. 
there are good reasons to believe that the present The general formula for P(P" p' E) is easily written 
scheme is indeed more efficient than the usual ones, down, but its derivation does not satisfy a mathe­
at least in the case of bound states for typical atomic matician's requirement for rigor. Even the phase­
potentials. First, the connection between classical integral approximation K(q" q' t) for the propagator 
and quantum mechanics is much simpler for the K(q" q' t) from position q' to position q" in the given 
propagator than for the individual wavefunctions. time t has not yet been established with the desirable 
The construction of the approximate propagator degree of accuracy and generality for singular po­
requires the knowledge of all the cla~sical paths tentials such as the Coulomb potential, although K 
which go from the initial to the final point, whereas is certainly better understood than (J which in turn is 
an approximate wavefunction requires a special class better known than P. The author found it helpful to 

1979 
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arrive at E by several different methods. The emphasis 
of this report is, therefore, not on the applications 
for which the method was originally devised, but on 
the more basic problems concerned with the phase­
integral approximation. In particular, it is necessary 
to obtain E directly from the path-integral expression 
for F which was recently discovered by Garrodl as a 
generalization of the Feynman integral for K. Apart 
from the very difficult question of justifying Feynman­
type integrals and deriving their limits for vanishing 
Planck's quantum, certain results from the classical 
calculus of variation are needed, in particular the 
character of the second variation. As far as K is con­
cerned, these results have been obtained by Morse,2 
but the class of problems arising from E and G 
(which one may legitimately call isoperimetric) has 
apparently not been considered as yet and their 
solution is only conjectured for the purpose at hand. 

The discussion of the various topics is presented 
in the following manner. Section IIA summarizes 
some of the well-known results about the propagator 
K(q"t",q't'), and proposes a general formula for the 
limit Ii ---+ 0 when t" - t' is arbitrarily long. The 
crucial phase jumps at a focal point are related to 
Morse's theory of the second variation, which in 
turn arises quite naturally if one goes to vanishing 
Ii in Feynman's path integral for K. Section lIB dis­
cusses the same ideas for the Green's function 
G(q" q' E), although our mathematical background in 
this instance is much poorer. Three different ways 
to obtain the limit of G for small Ii are presented, by 
taking the Fourier transform of K, by solving the 
inhomogeneous Schrodinger equation, and by letting 
Ii vanish in Garrod's path-integral expression. A 
second variation is again needed, except that 
the variational quantity is not covered by Morse's 
theory, and certain conjectures have to be made. 
Section IIC carries the arguments over into the study 
of F(p" p' E), in particular the three methods for 
going to the limit Ii ---+ O. The investigation of Garrod's 
path integral and the study of the second variation 
for the action integral are now particularly important, 
because Schrodinger's equation is not local anymore, 
and the phase jumps cannot be obtained in the 
customary manner. 

Since the formulas for t~e limits G(q" q' E) and 
F(p" p' E) as Ii vanishes are completely analogous, 

1 C. Garrod, Rev. Mod. Phys:38, 483 (1966). 
• M. Morse, The Calculus of Variations in the Large (American 

Mathematical Society, Providence, Rhode Island, 1935). For 
more contemporary presentations, cr. J. Milnor, Morse Theory 
(Princeton University Press, Princeton, New Jersey, 1962); H. M. 
Edwards, Ann. Math., 2nd Ser. 80,22 (1964); S. Smale, J. Math. 
Mech. 14,1049 (1965). 

any detailed calculations can be carried out in either 
case. The more familiar G is chosen in Sec. IlIA to 
exhibit the simplifications due to a spherically sym­
metric potential. Section IIIB establishes the same 
result by performing explicitly the limiting process in 
Garrod's path integral for G(q" q' E); this feat has 
only been possible for a spherically symmetric poten­
tial, although the formula for G is believed to be 
valid more generally. The various results are listed in 
Sec. IIIC for E, as they are needed for the Coulomb 
problem. 

The Kepler orbits in momentum space are discussed 
in Sec. IVA. Since they are circles, their geometry is 
much easier to understand than in coordinate space, 
and simplifies all explicit calculations. The phase­
integral approximation E is worked out in Sec. IVB 
on this basis. In particular the phase jumps at focal 
points are obtained, and compared with those of 
another famous problem, the linear oscillator. The 
resulting approximate Green's function is shown in 
Sec. IVC to have poles at the negative values of E in 
agreement with Bohr's formula. The residues are 
worked out and are compared with the residues in 
the exact Green's function which has recently been 
established by various authors. The complete agree­
ment confirms our original expectation that bound 
states are best described by the phase-integral method 
in momentum space. 

n. GENERAL FORMULAS 

A. Time and Space Coordinates 

Consider a simple physical system without spin, 
e.g., an electron in a given elect~omagnetic field. Its 
coordinates are given by a vector q, and its momentum 
by a vector p. In case the components of q or p have 
to be specified, they are indicated by an upper index, 
such as qi or pi. The propagation function K(q" t", q't') 
for this system depends on the initial coordinates q' 
and time t' , as well as the final coordinates q" and time 
t" > t'. K is found from the requirements that 

ili(aK/at") - Hop(P" q" t)K = 0, (1) 

lim K(q"t", q't') = b(q" - q'), (2) 
t"-+t' 

where Hop(p q t) is the Hamiltonian operator. Hop is 
obtained formally from the classical Hamiltonian 
H(Pq t) if P is replaced by the operator -ilia/aq. 
Planck's quantum divided by 271 is written as Ii. 
Equation (1) is SchrOdinger's equation, and the initial 
condition (2) appears quite naturally if one tries to 
solve the initial value problem for (1). 

After a suggestion by Dirac, it was demonstrated 
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by Feynman that K can be represented as an integral 
over all possible trajectories from q' at t' to q" at t" 
in the following manner. Let the time interval from 
t' to t" be subdivided into N subintervals by inserting 
t1 , t2 , ••• , tN-I, and define a discrete path from q' to 
q" by inserting the intermediate points ql, q2, ... , 
qN-I. An action integral RN along this path is given by 

RN = f(tn - tn_1)L(qn - qn-l, qn' tn)' (3) 
1 I tn - tn_1 

where q' = qo, t' = to, q" = qN' and t" = tN. Also, 
we have introduced the classical Lagrangian 

~ ·oH 
L(tjq t) = £., i -. - H, 

i Op' 
(4) 

where the momenta pi are eliminated on the right-hand 
side with the help of the relation tji = dqi /dt = oR/ Opi. 
Feynman's formula is then given by 

K = lim IT [ m J! 
N ... rIO 1 27Tili(tn - tn_I) 

X f d3ql ... f d3qN_l exp [iRN/Ii]. (5) 

For definiteness we have assumed a 3-dimensional 
q-space, and a particle of mass m. The physical 
content of (5) is discussed in a recent monograph by 
Feynman and Hibbs.3 The constant in front of the 
(N - I)-fold integration has been chosen mainly to 
obtain the relation 

f d3qK(q"t", qt)K(qt, q't') = K(q"t", q't'). (6) 

Nelson4 has recently discussed Feynman's formula 
as an analytic continuation of Wiener's formulaS for 
Brownian motion, but we would like to start directly 
from (5). 

Pauli6 investigated the limit of K for small time 
intervals t" - t'. The result can be written in terms 
of the action integral 

R(q"t", q't') = t'~(tj q t) dt, (7) 
Jt' 

calculated along the classical trajectory which carries 
the particle from q' at time t' to q" at time t". The 
approximate value K is given by 

K(q"t", q't') = (27Tili)-!(DR)! exp [iR(q"t", q't')/Ii] , 

(8) 

where DR is the determinant of the mixed derivatives 

DR = (_1)3 det I (o2R)/(oq'oq") I. (9) 

8 R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path 
Integrals (McGraw-Hili Book Company, Inc., New York, 1965). 

4 E. Nelson, J. Math. Phys. 5, 332 (1964). 
'·N. Wiener, J. Math. Phys. 2, 131 (1923). 
6 W. Pauli, Ausgewahlte Kapitel aus der Feldquantisierung, 

Lecture Notes, Zurich, 1951. 

Since the initial momentum p' along the classical 
trajectory is given by p' = -oR/oq', one can interpret 
DR as the Jacobian o(P')/o(q") between the range 
d3p' of initial momenta and the volume d3q" covered 
by the endpoints. 

The validity of (8) has been established by 
Choquard7 for potentials without singularities. But 
even for the Coulomb potential, one has always at 
least two classical trajectories connecting any given 
pair of points q' and q" in a given time t" - t'. For 
a short time interval t" - t', one trajectory follows 
quite closely the straight line from q' to q", whereas 
the other trajectory heads first for the center of attrac­
tion, then turns around it in a sharp twist, and goes 
to the final point following an almost radial path 
again. The formula (8) for K will, therefore, not be 
sufficient for a typical. atomic potential. Actually, 
the singularity (2) in K at t" = t' follows from (8) if 
we evaluate R for the direct path from q' to q". 
Formula (8) remains presumably valid for sufficiently 
small Iq" - q'l if it is applied only to the direct tra­
jectory, since the contribution from the indirect 
trajectory would remain finite. 

Pauli showed that K as given by (8) satisfies 
Schrodinger's Eq. (I) up to a remainder which is 
proportional to li2. It is, therefore, reasonable to 
expect that the limit of K, as Ii goes to zero, has an 
appearance very much like (8). Feynman's formula 
(5) shows that there is a contribution to the limit of 
vanishing Ii from every path q' = qo, ql' ... , qN = q' 
for which RN is stationary. Thus we expect in general 
a sum of terms like (8), one for each classical tra­
jectory from q' at t' to q" at t". The continuity of 
the result requires that each term in this sum takes 
the exact form (8) as q" approaches q' along the 
direct path while t" - t' is sufficiently small. As t" 
increases from t', and q" runs along a given classical 
trajectory, the amplitude (DR)! becomes infinite 
every time q" passes a focal point. A detailed examina­
tion of Schrodinger's equation in its neighborhood 
shows that (8) remains valid even beyond the focal 
point, if we take the amplitude (IDR !)! and insert a 
special phase factor exp (-i7T/2) for every reduction 
by I in the rank of the Jacobian o(q")/o(p') = l/DR 
at the focal point. Thus, we obtain 

K(q"t", q't') = (27Tili)-! ! (DR)! 
classical paths 

X exp [i: + Phases], (10) 

as the limit of K(q" t", q't') for vanishing Ii. 

7 Ph. Choquard, Helv. Phys. Acta 28,89 (1955). 
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This last expression was obtained by solving Eq. 
(1) up to terms in Ii!, by imposing the initial condition 
(2), and by forcing the result to be continuous. The 
relation (6) can be checked for (10) if the integral 
over q is computed by the stationary phase method. 
However, it would help our understanding of similar 
approximations for G(q" q' E) and F(P" p' E) if the 
expression (10) could be directly derived from 
Feynman's integral (5). We shall indicate the necessary 
steps, although we realize that there are many gaps 
to be filled before any mathematical rigor can be 
claimed. 

Let N be large enough so that the particular classi­
cal path of interest can be adequately described by a 
sequence q' = iio, iiI' ... , iiN = q" corresponding to 
the times t' = to, t1, ... , t N = t". The approximate 
action RN given by (3) is stationary for q1 = iiI' ... , 
qN-1 = iiN-1' Ifwewriteqi = iii + 15qiforj = 1,'" , 
N - 1, we find 

RN = R(q"t", q't') + t !,R;,15q j 15q, + .. " (11) 
il 

where the omitted terms are of order either (15q)3 or 
lIN. Since 15qj is a vector, the matrix Ril has more 
elements than are actually suggested by (11). The 
integrations over q1, ... ,qN-1 are easily p!»"formed 
if the exponent in (5) is replaced by the two terms in 
(11). The matrix Ri! has to be transformed to 
principal axes, so that one gets 3N - 3 Fresnel inte­
grals. Thus we find an amplitude equal to 

(2'ITIi)i(3N-8) . (ldetRjll)-l 

and a phase factor 

exp [iRlli + (3N - 3)i'IT14 - iM'lT12], 

where M is the number of negative eigenvalues of Ri!' 
In order to show agreement with (10) we have to 
establish that 

and that M equals the number of focal points between 
q' and q", each counted according to the rank of 
D"il. The proof of (12) can be accomplished without 
difficulty in the case of a spherically symmetrical 
potential because Ril simplifies greatly in polar co­
ordinates and its determinant can be evaluated by 
writing out the appropriate recursion formulas (cf. 
Gel'fand and Yaglom,8 as well as Montro119). Unfor­
tunately, such a procedure has not been successful in 

• I. M. Gel'fand and A. M. Yaglom. J. Math. Phys. 1,48 (1960). 
• E. W. Montroll, Commun. Pure Appl. Math. S, 415 (1952). 

the case of a nonseparable potential. On the other 
hand, the relation between M and the focal points is 
a well-known result of the calculus of variation in the 
large, as worked out by Morse2 in a classic mono­
graph. Morse's results can, therefore, be interpreted 
physically in terms of the extra phase which a wave 
loses at a caustic due to its spilling over into the 
classically forbidden region. 

The results of Morse have not received any atten­
tion in the textbooks of classical mechanics. Yet, in 
every course there is at least one student to ask 
whether, indeed, the integral S L dt becomes minimal 
along the classical trajectory. If the answer might have 
seemed unimportant because there has been no 
physical application for it so far, it is all the more 
interesting to find such an application in the transition 
from classical to quantum mechanics. The fact that 
f L dt becomes minimal for a sufficiently short path 
gives Morse's theory a simplicity which will not be 
matched by the later examples of a second variation 
(cf. Secs. lIB and 1IC). 

B. Energy and Space Coordinates 

In order to describe stationary states of a physical 
system, one has to know the propagator at constant 
energy. We assume from now on that H is independent 
of t, so that K depends only on the difference t" - t'. 
The Green's function G(q" q' E) is defined as 

G(q" q' E) = -!- ("" dtK(q"t, q'O) exp [iEt] , (13) 
Iii Jo Ii 

where E is in the upper half of a complex E plane. The 
homogeneous differential equation (1) and the initial 
condition (2) are now combined into the inhomoge­
neous equation 

[E - Hop(P"q")]G(q"q'E) = 15(q" - q'). (14) 

If the homogeneous equation [E - Hop(pq)]tp = 0 
has no acceptable solution for an interval of real 
values of E, then Eq. (14) has a solution which is, 
moreover, symmetric in q' and q". Green's function 
G can then be continued analytically into the lower 
half of the complex E plane by putting 

G(q" q' E*) = [G(q' q" E)]*. (15) 

Thus, the behavior of G along the real E axis is 
directly related to the existence of solutions for the 
homogeneous equation which corresponds to (14). 
The details of this relation are discussed in any 
modern textbook on Green's functions. 

The expression for G in terms of an integral over 
all paths from q' to q" has only been discovered very 
recently by Garrod. l The crucial step is to consider 
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all possible paths in "phase space" rather than co­
ordinate space only. Thus one introduces a sequence 
of coordinates q' = qo, ql' ... ,qs = q" (as before), 
but in addition a sequence of momenta PI' Pi' ... , 
P.v-l. A path in "phase space" is described by the 
combined sequence q' = qo, Pi' ql, Pi' ... , q.V-l' 
P.v-l' q.v = q", and the mean energy & along this path 
is defined by 

t .v-I p2 1 S 
& = - L -1!. + - L V(q,,). (16) 

N I 2m N 0 

For simplicity's sake the Hamiltonian has been as­
sumed to consist only of the usual kinetic energy 
r/2m and the potential energy V(q). Eut, both a 
relativistic kinetic energy and a vector potential could 
equally well have been included. The Green's function 
now becomes 

f
N - 1 f,Y-1 

G = lim (27Tn)-3.V IT d3q" IT d3Pn 
N~oo 1 I 

x exp U S.vJ /(E - E), (17) 

where Ss is the action along the path qo, PI ' ql' ... , 
PS-!, q-y in phase space, 

N 

S.v = LPn-l(q" - q,,-l)· (18) 
1 

The few formal steps from (5) to (17) are explained 
in Appendix A, because our definition of G differs 
slightly from Garrod's. 

There are three ways to:.finding the approximation 
G of G for small n. First, one can simply insert (10) 
into (13) and evaluate the integral over t by the station­
ary phase method. Second, the inhomogeneous wave 
equation (14) can be solved in the limit of vanishing n. 
Third, the limit of (17) can be found as n goes to zero. 

The first method is the most straigbtforward and is 
carried out in Appendix B. Its result is expressed in 
terms of the classical action 

S(q" q' E) =iq"p dq, 
q' 

(19) 

evaluated along the classical path which leads from 
q' to q" at the given energy R(P q) = E. The phase 
integral approximation G becomes 

G(q" q' E) = - ~ L (IDsD~ 
2 7T n classical paths 

x exp [~ + Phases]' (20) 

where the determinant Ds now contains not only the 
second mixed derivatives with respect to q' and q", but 

also with respect to E, 

a2s a2s 
oq'oq" oq'oE 

Ds= (21) 

Actually, the element 02S/0P might just as well be 
replaced by 0, because the 3 x 3 determinant 
I 02s/aq'aq" I vanishes. The phases in (20) are the same 
as in (10), except when a2R/at2 = -oE/ot < 0, i.e., 
a higher-energy orbit leads to a longer transit time. 
The interpretation of Ds can be made as follows: 
Consider the family of classical trajectories which 
leave q' with the initial momentum P' in the neigh­
borhood d3p' = dO' dE; their endpoints lie in a 
neighborhood d3q" = dO" dt of q"; Ds is then the 
Jacobian dO'/dO". The phases in (20) are again 
-i7T/2 times the reduct\on in rank of the 2 x 2 
matrix associated with dO" /dO' at a focal point. 

The second method for obtaining G has been 
studied extensively, e.g., by Avila and Keller,lo in 
the case where E - V(q) is positive and bounded for 
all q. This situation corresponds to the scattering 
of particles by a potential without singularities, 
whereas we are interested in particles which are 
trapped in a singular potential such as the Coulomb 
potential. Nevertheless, the general considerations 
are similar; in particular, the discussion of caustics, 
as in the work of Ludwig,ll can be taken over directly. 
But one will not have an infinity of trajectories from 
q' to q" if E - V(q) is bounded and 'positive. Kohn 
and Sham12 have obtained (j in one dimension with 
the help of the well-known expression for G in terms 
of a Wronskiaa. Their method has not been generalized 
to more than one dimension; formula (20) leads 
exactly to their result. 

The singularity of (j for a small distance Iq" - q'l 
can be obtained directly from the inhomogeneous 
equation (14). It is found that up to terms in Iq" - q'1 2 

(j( " 'E)"-' _ m 
q q = 27Tn2 Iq" - q'l 

x exp {i Iq" - q'l [2m(E - V(q»]l/n}, (22) 

where q = l(q' + q"). This expression corresponds 
to limiting the expansion (20) to the shortest trajectory 
from q' to q", and evaluating S(q" q' E) in powers of 
Iq" - q'l. The approximation (22) for (j is completely 
equivalent to the Thomas-Fermi approximation, 

10 c. s. S. Avila and 1. B. Keller, Comm. Pure Appl. Math. 16, 
363 (1963). 

11 D. Ludwig, Comm. Pure Appl. Math. 19,215 (1966). 
12 W. Kohn and L. J. Sham, Phys. Rev. 137, A1697 (1965). 
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which appears usually as the Fourier transform 
S d3(q" - q') exp [-p(q" - q')/Ii] of (22), namely 

GTF(PqE) = [E - (p2/2m) - V(q)]-I; (23) 

cf. Baraff and Borowitz.13 

The third method seems to be the most interesting 
because it leads to a new viewpoint in classical 
mechanics and to some new problems for the calculus 
of variations in the large. It is natural to perform the 
integrations in (17) in two steps. First, one integrates 
over the variables Pn and qn on a hypersurface of 
constant average energy E, as given by (16). Second, 
& is integrated from - 00 to + 00. As Ii goes to zero, 
one is, therefore, faced with finding the stationary 
pathq' = qo,p!, ql, ... ,PN-!, qN = q" for SN under 
the subsidiary condition (16). In the limit of large N, 
one has to solve the "isoperimetric" problem: Find 
the curves p(t), q(t) in phase space for which S pdq is 
stationary, given the endpoints q' and q", as well as 
the average energy E = f H(Pq) dt/(t" - t'). The Euler 
equations of this problem are the Hamilton equations 
of motion, but the usual variational principle at 
constant energy demands that S P dq be stationary 
for given endpoints q' and q", while H(Pq) = E at 
each point p(t), q(t); cf. Whittaker.14 

Garrod1 noticed this novel variational principle. 
For the purpose of finding G, one has to go one step 
further, since the second variation of S N is needed. 
Let N again be large enough to describe a particular 
classical path in phase space by a sequence q' = ijo, 
p!, ijI, ... , PN-! ;ijN = q" taken at equal time inter­
vals. With qn = ijn + flqn and Pn = fin + flpn, where 
n = }, 1, ... , N - t, one expands in powers of flqn 
and flpn, 

SN = S(q"q'E) + bI S + b2S + ... 

1 it" E = H(pq) dt + flIE + b2E + ... , 
(t" - I') t' 

(24) 

where the omitted terms are either of order l/N or of 
third order in flqn and flpn. The classical path is 
stationary if the condition 

(25) 

is identically fulfilled in all bqn and flpn for a param­
eter T such as to satisfy (16). The second variation of 
the exponent in (17) subject to (16) becomes 

[fl2S]& = [fl2S - Tfl2E]61&=O, (26) 

i.e., the variables flqn and flpn in the quadratic form 

13 G. E. Baraff and S. Borowitz, Phys. Rev. 121, 1704 (1961). 
U E. T. Whittaker, A Treatise on the ANl{ytical Dynamics of 

Particles and Rigid Bodies (Cambridge University Press, Cambridge, 
England, 1937), 4th ed., p. 247. 

b2S - Tb2E are subject to the linear constraint 
bI E = O. 

The further steps in the integration over bqn and 
flpn, with (26) inserted into the exponent of (17), 
are straightforward. One finds an amplitude (2rrli)3N-2 
times A(q" q' E) dE, where A contains the determinant 
of the matrix associated with (26) and a Jacobian, 
because the integration uses internal coordinates for 
(26) in addition to E, rather than tlqn and flpn. The 
phase factor is simply exp [is(q'' q' E)/Ii - iMrr/4], 
where M can be called the index of the classical 
trajectory. M is equal to the number of negative 
eigenvalues in (26) minus the number of positive ones. 
In the case of a spherically symmetric potential, it 
will be shown in Sec. IIIB that the amplitude A(q" q' E) 
equals (IDs!)!, where E is replaced bye. As in the 
case of K and Eq. (12), we have not been able to show 
this identity in the more general case of an arbitrary 
potential, but we shall assume it henceforth. The index 
M starts out with a: value 2 for the most direct tra­
jectory from q' to a nearby endpoint q". As can be 
observed from the sign of Ds, the index M changes 
at every focal point. We conjecture that M increases 
at every focal point by twice as much as the rank of 
dO"/dO' is reduced. There does not seem to exist a 
simple relationship between S L dt on one hand, and 
S p dq at constant average energy on the other, al­
though the equations of motion for stationary 
trajectories are identical. 

Since the amplitude A(q" q' E) does not depend on 
Ii, the main variation in the integral over E comes 
from the phase factor exp [is(q'' q' E)/Ii - iMrr/4]. 
Therefore, A is pulled out of the integral with E 
replaced by E, and S(q" q' E) is expanded around E 
to first power in E - E. The remaining integral 
becomes 

f+OO ~ eiH&-E)/1i = {-2rri for I> 0, 
-00 E - E 0 for I < 0, (27) 

where t = oS(q"q' E)/oE is the transit time for the 
particle to go from q' to q". The denominator in (17) 
automatically limits the contributions from the 
various paths in phase space to the ones which Corre­
spond to going forward in time, provided the imagi­
nary part of E is positive. Thus we find again the 
approximation (20), but this time on the basis of 
Garrod's formula (17). 

C. Energy and Momentwu 

The propagator F(p" P' E) for a particle to start 
out with a momentum p' and end up with a mo­
mentum P" while propagating with the energy E, is 
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defined by 

F(p" p' E) = (27T1i)-Sf dSq"f dSq'G(q" q' E) 

X exp [i(p' q' - p" q")/ Ii]. (28) 

The inhomogeneous Schrodinger equation (14) be­
comes 

[E - Hop(p"q")]F (p" p' E) = b(p" - p'), (29) 

where the Hamilton operator is the integral operator 

H . F = (p,,2/2m)F(p" p' E) + f dSpV(p"p)F(p p' E). 

(30) 

V(P" p) is the Fourier transform of the potential 
V(q), i.e., 

V(p" p') = (27T1i)-Sf dSq V(q) exp [- i(p" - p')qj Ii]. 

(31) 

The path integral expression (17) can directly be 
inserted into (28) to yield the formula 

F == lim (27T Ii)-SN-Sf IT dSqnf It dSPn 
N~oo 0 l 

X exp [- ~ TN]/(E - &), (32) 

where TN is the action along the path p' = p_! ' 

qo, Pl' ql,···, PN-!, qN, PN+! = P" in phase space 
given by 

N 

TN = l qn(Pn+! - Pn-!), (33) 

° 
and the average energy & is given by the same formula 
(16). 

The semiclassical or WKB method has been used 
occasionally in momentum space. KohnlD describes 
the motion of electrons in a solid in this manner. 
Goldman et al.16 discuss the transformation between 
WKB wavefunctions in coordinate and in momentum 
space for one dimension. Schiller17 writes the equa­
tions for the phase and the amplitude in a time­
dependent situation. But none of these authors has 
investigated the Green's function F in the semi­
classical approximation, nor were they interested in 
bound states, even for a spherically symmetric poten­
tial. There are again the three ways to finding the 
approximation F of F for small Ii which were discussed 
in the preceding section. 

15 w. Kohn, Proc. Phys. Soc. (London) 72, 1147 (1958), cr. also 
E. I. Blount, Phys. Rev. 116, 1636 (1962). 

18 I. I. Goldman, V. D. Krivchenko, V. I. Kogan, and V. M. 
Galitskii, Problems in Quantum Mechanics (Academic Press Inc. 
New York, 1960), pp. 11 and 92. 

17 R. Schiller, Phys. Rev. 115,1100 and 1109 (1962). 

The first method consists in applying the Fourier 
transform (28) to the formula (20) for G, and evaluat­
ing the integral by the stationary phase method. The 
procedure corresponds very closely to the calculations 
in Appendix B. The result involves the classical action 

T(p" p' E) = i~"q dp, (34) 

calculated along the classical path in momentum 
space which leads from P' to p" at the given energy 
H(Pq) = E. The phase-integral approximation F is 
given, in complete analogy to (20), by 

F(p" p' E) = - ~ l (IDTI)! 
27T1i classical paths 

X exp [ - i~ + Phases} (35) 

where the 4 x 4 determinant DT contains again the 
second mixed derivatives of T with respect to P' and 
P" as well as E, 

(PT o2T 
--

op'op" op'oE 
uT = 

cPT 02T 
(36) 

oEop" OE2 

Again, the element 02T/o£2 may be replaced by zero, 
because the 3 x 3 determinant 102 T/ op' op" I vanishes. 
The determinant (36) has a completely analogous 
interpretation to (21), in terms of the family of 
classical trajectories which go from p' into the neigh­
borhood of p" at the given energy E. Presumably the 
phases in (35) are similarly related to the caustics 
which are generated by this family of trajectories in 
momentum space. But it is important to realize that 
the two families, one in coordinate space and the 
other in momentum space, are not simply the same 
set of curves in different representations. This fact 
becomes especially apparent if one studies the char­
acter of the focal points along the classical trajectory. 
Thus, a Kepler orbit in coordinate space has two 
singly counting focal points followed by the doubly 
counting starting point, whereas in momentum space 
there is one doubly counting focal point followed by the 
doubly counting starting point to which all trajec­
tories of the family return. 

The second method of deriving F consists in using 
a trial solution of the type 

B(p" p' E)exp [-iT(P" p' E)/Ii] 

in order to solve the inhomogeneous Schrodinger 
equation (29) to first order in Ii. The potential-energy 
term in (30) is evaluated in Appendix C with the 
help of the stationary phase method. The Hamiltonian 
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operating on B exp [-iT/ii] becomes 

HopF = exp [i;] . {[~: + V(q")]B 

+'Ii[dVdB B d
2

V d
2
T] } 

I dq" dp" + "2 dq"dq" . dp"dp" +"', 
(37) 

where q" = dT/dp", and the terms in the last line 
are sums over the components of p" and q". The re­
mainder is of order 1i2. If this expression is inserted 
into the left-hand side of (29), it is not evident at all 
which terms in (37) are to be matched by the r5(p" - p') 
on the right-hand side of (29). Obviously this in­
homogeneous term in (29) determines the amplitude 
B, exactly as the r5(q" - q') on the right-hand side 
of (14) determines the amplitude A of G, whose 
behavior for smalllq" - q'l is expressed in (22). 

Upon closer examination, the following is found. 
The terms p"2/2m + V(q") in the first line of (37) are 
equal to E, provided T is the appropriate action 
function (34). The square bracket in the second line 
of (37) vanishes if B is proportional to (DT )! and 
p" =;1= p'. The behavior of (DT)! as p" approaches p' 
can be most easily investigated if one starts with the 
Thomas-Fermi approximation 

S ~ Iq" - q'l . {2m[E - V{l(q' + q"»]}! 

as in (22), and examines the transformation into 
momentum space, p" = dS/dq" and p' = -dS/dq'. 
The Jacobian of this transformation is given in the 
limit of q' = q" by the expression m4v/2m{E - v(q» 
with 

Vn V12 VIS VI 

V21 V22 V2S V2 
'11= - (38) 

VSI VS2 Vss Vs 

VI V2 Va 0 

where Vii = d2V/dqidqi and Vi = dV/dqi. The value 
of -(27T/i2)-I(IDTI)!exp (-iT/ii) for small Ip" - p'l 
is obtained as 

1 IdV/dql [ i" , ] 
- 27T/i2 IP" - p'I' (v)!- exp - h Ip - pl' Iql , 

(39) 

where q is chosen on the surface 2m[E - V(q)] = 
(p" + p')2/4 such that the direction of -dV/dq coin­
cides with the direction of p" - p'. Since the square 
bracket in the second line of (37) contains only first 
derivatives, it will not lead to a singularity r5(p" - p') 
if we insert (39). This is, in fact, what one has to 
expect, since the factor 1/(27T/i2) in (39), together with 

the factor iii in (37), yields a term of order /i-I, whereas 
the right-hand side of (29) is of order IiO. The inhomoge­
neous term in (29) is, therefore, not generated by 
the formula (35) for F [as the b(q" - q') in (14) is 
generated by the formula (20) for G]; it would come 
about only by going to the next term in the expansion 
(37) for H opF. If the singularity at p" = p' is to be 
included explicitly in an approximation for F, one 
would have to write 

r5(p" - p') V(p"p') + ----~~~~-----
E - p2/2m (E - p"2/2m)(E - p,2/2m) 

- 2
1

/i 2 L (IDTI)~exp [-i T + Phases], 
7T classical paths Ii 

(40) 

where the first two terms are obtained from an ex­
pansion of F in powers of V(p"p'). For Coulomb-like 
potentials, these terms are of order IiO and /i-I. 
_ The preceding discussion shows that, contrary to 

G(q" q' E), the Green's function F(P" p' E) is not 
easily obtained by solving the inhomogeneous 
Schrodinger equation. It seems very hard to get 
higher-order terms in the expansion (37) for HopF. 
Also, the behavior of F near a caustic and the extra 
phase factor cannot be determined from (29), because 
Schrodinger's equation is an integral equation in 
momentum space. The expansion of G(q" q' E) near 
a caustic, however, is based on finding solutions to 
Schrodinger's equation which are only valid in a 
small neighborhood. If F is derived directly from the 
path integral formula (32), i.e., by the third method, the 
procedure is absolutely identical with the derivation 
of G from (17). The discussion at the end of the 
preceding section can be repeated exactly with p and 
q, as well as T and S, interchanged. A detailed 
examination of (17) or (32) in the limit of small /i 
appears, therefore, quite worthwhile. 

III. SPHERICALLY SYMMETRIC POTENTIAL 

A. Approximate Green's Function 
in Polar Coordinates 

The classical orbit going from q' to q" lies in the 
plane which is determined by q', q", and the center of 
force at the origin. The action S(q" q' E) depends only on 
the absolute values r' and r" of q" and q', and on the 
angle cp between q" and q'. By straightforward calcula­
tion, one finds for the determinant (21) that 

Sr'r" Sr'''''' Sr'E 

Ds= S'" 
S""r" S"""''' S""E (41) 

"2,,,2 sin cp 
SEr" SE",,, SEE 
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q/ and rp" are the polar angles of q' and q" in the plane 
of the orbit. The indices on S indicate the derivatives 
of S with respect to these quantities. The determinant 
in (41) is obtained by finding the orbit corresponding 
to r', r", rp, and E in a plane. 

The equations of motion can be solved by quadra­
tures if we know the angular momentum M of the 
orbit. It is, therefore, advisable to use M as a third 
parameter, besides r' and r", rather than rp. The 
connection between rp and M follows immediately 
if we combine the two conservation laws for angular 
momentum and for energy, 

mr2 drp/dt = M, (42) 

(dr/dt)2 + r2(drp/dt)2 = 2m[E - VCr)]. (43) 

rp increases always if M > 0, even if r sometimes 
increases and sometimes decreases. Therefore, the 
integrand in 

f.

r" M dr 
rp = rp" - rp' = r r2[2m{E - VCr) - M2/2mr2)]l 

(44) 
has to be interpreted as making positive contributions, 
even if r is made to run back and forth between 
certain maximum and minimum values, r max and r min' 

before reaching the limits of integration, r' and r". 
In the same sense we find that 

S =f.
r
" dr 2m[E - VCr)] . (45) 

r' [2m{E - VCr) - M2/2mr2)]l 

If the derivatives with respect to rp' and rp" in (41) are 
now expressed as derivatives with respect to M, one 
obtains finally 

M m 
D -' 1 

s - r,2r,,2 sin rp [2m(E - VCr') - M2/2mr,2)] 

X m (Orp)-l. (46) 
[2m(E - V(r") - M2/2mr"2)]l oM 

The last factor can be expressed formally as an 
integral over r with the help of (44), namely 

orp -f.r"dr 2m[E - VCr)] (47) 
oM - r' r2[2m(E - VCr) - M2/2mr2)]! . 

It is important to notice certain special cases of 
(46). If rp tends to zero while M tends to a nonvanishing 
limit, the approximation (22) is obtained after in­
serting (45) and (46) into (20). If r" approaches 
either rmax or rml n ' where E - VCr) - M2/2mr2 
vanishes, the amplitude DB stays finite. Formally, 
this comes about becaur.e the integral (47) diverges 
while the denominator in (46) vanishes. Physically, it 

means simply that the orbits do not crowd one 
another at their point of greatest or smallest distance 
from the origin. However, D. becomes infinite wher­
ever orp/oM = O. A plot ofr" vs rp reveals immediately 
a caustic for the family of classical trajectories in the 
same plane which leave q' with different angular 
momenta M. Similarly, the vanishing of sin rp in the 
denominators of (41) and (46) indicates a focal point 
for the family of trajectories which leave q' in different 
planes, but with the same absolute value of angular 
momentum. Each occurrence contributes a phase 
-i7T/2 to the formula (20). These two types of focal 
points can coincide, such as in the Coulomb potential 
where all trajectories of a given energy E return to 
the initial point q', independently of the direction or 
the magnitude of their angular momentum. 

The formulas (45) and (46) can be inserted into 
(21) in order to yield G(q" q' E), provided one can 
solve Eq. (44) so as to find the angular momentum 
M in terms of the distances " and ,", and the angle rp. 
For the Coulomb potential this problem should not 
be too hard to treat explicitly. But we shall not go 
into these details here, because a more interesting 
example of the same calculation is given in the last 
three sections. 

B. Garrod-Feynman Integral in the 
Limit of Small Ii 

The phase-integral approximation in coordinate 
space at a given energy E can be obtained from the 
results in the preceding section in the case of a 
spherically symmetric potential. The same formulas 
are gotten directly from the path-integral expression 
(17) for G(q" q' E) by going to the limit of small Ii. 
This second derivation is important because it can be 
used equally well to find the limit of small Ii for the 
path-integral expression (32) of F(P" p' E). It also yields 
the phase jumps at the focal points and gives new 
insights into the Garrod-Feynman integrals, (17) 
and (32). 

The first task is to rewrite (17) as well as the 
original Feynman formula (5) in polar coordinates. 
Edwards and Gulyaev18 have discussed this trans­
formation for K(q" t", q't') in the case of a free particle. 
But their arguments are greatly simplified for our 
purpose by the following remarks. The propagator K 
satisfies Schrodinger's Eq. (1), exactly as the transition 
probability in Brownian motion satisfies the Fokker­
Planck equation (cf. Wang and Uhlenbeck19). The 

18 S. F. Edwards and Y. V. Gulyaev, Proc. Roy. Soc. (London) 
279,229 (1964). 

19 M. C. Wang and G. E. Uhlenbeck. Rev. Mod. Phys. 17, 323 
(1945). 
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only quantItIes of importance are, therefore, the 
various momenta of K in the limit of vanishing t" - t: 
For a nonrelativistic particle of mass m in a potential 
V(q), one has the relations 

lim(t" - t'r1{fK(q"t", q't') d3q" - I} 
t"-+t' 

= V(q')jili, (48) 

lim(t" - n-1f(q;" - q;')K(q"t", q't')d3q" = 0, (49) 
t"-+t' 

lim(t" - t')-lf(q;" - q;')(ql" - q!')K d3q" 
t"-+t' 

= (ilijm)oj!' (50) 

It can be shown, by straightforward computation, 
that these relations are satisfied, not only by the 
kernel 

[mj27Tili(t" - t')]i 

x exp i{(q" - q')2j2m(t" - t') - (t" - t')V(q')}jli 

in Cartesian coordinates, but also by the expression 
3 

[27Tili(; - t')r 
x exp -.! [(r" - r'l + r'r"«(J" _ (J')2 . { 1 

Ii 2m(t" - t') 

+ r'r" sin (J' sin (J"(T" - T')2] - (t" - t')V(q') 

+ ~(! + 1 )(t" - t')}, (51) 
2mr'r" 4 4 sin (J' sin (J" 

where we have used polar coordinates by putting 
ql = r sin (J cos T, q2 = r sin (J sin T, q3 = r cos (J for 
both the initial and final points. The symmetric oc­
currence of the single and the double primed co­
ordinates in the first part of the exponent is essential 
in order to guarantee the relations (49) and (50). The 
last term in the exponent looks like an additional 
potential, and has to be inserted if (48) is to be 
satisfied. The expression (51) is now used to generate 
the propagator K, i.e., the action function RN in (5) 
is written in polar coordinates as 

N {I 2 
RN = I (tn - tn-I) 2 ( )2 [(r n - r n-l) 

I m tn - tn_l 
+ rnrn_I«(Jn - (In_I)2 + rnrn- l sin (In sin (In_l 

2 1i2 

(Tn - Tn-I) ] - V(qn) + 8 
mrnrn_l 

into Green's function G in the manner of Appendix 
A. Three momenta sn-i' Ln- t , M n-t are inserted 
between the coordinate triples (r n-l, (In_l, Tn-I) and 
(r n' en' Tn)· The average energy & is now defined by 

1 s-![ L 2 _ 1i2j4 
6 = -- I S! + ........:.::.n_----'_ 

2mN t r n+V n-i 

M! - 1i2j4 ] 1 N + . . + - ! V(qn), (53) 
r n+V n-} sm (In+t SID (In-t N 0 

instead of the Cartesian formula (16). Green's func­
tion is given by 

G = lim (27T1i)-3N f'Ir drn d(Jn dTn 
.. "'l- rJ) 1 

N-t 
x f If dSn dLn dMn ' (r~r~ sin (Jo sin (IN)-i 

x exp [~SN ]/(E - E), (54) 

and the action S N along the path in phase space by 
N 

SN =! [sn-t(rn - rn-l) + Ln-t«(Jn - (In-l) 
I 

+ M n-t( Tn - Tn-I)], (55) 

instead of the Cartesian formulas (17) and (18). Sn is 
naturally associated with the projection of Pn onto 
the direction of qn' whereas M nand Ln correspond to 
the components of the angular momentum parallel 
and perpendicular to the z axis. 

The third task is to apply the procedure at the end 
of Sec. 2 to the energy 6 and the actiqn S.v given by 
(53) and (55). The equations of motion for the 
classical trajectory follow from (25), and are the 
following: 

N(r n - r n-l) = TSn_tjm, 

N«(Jn - (In-l) = TLn_tjmr nr n-l' 

N( Tn - Tn-I) = TM n_tjmr nr n-l sin (In sin 0n-l; (56) 

o { L2 ! _ 1i4 
N(sn_! - sn+t) = T;- VCr n) + n-

urn 2mr nr n-l 

L2 1 - 1i2j4 + n+1f 

2mrnrn+1 

M~_! - 1i2 j4 

(57) 
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The further calculations are greatly simplified if the 
coordinate system is chosen such that 0' = 00 = 
177' = ON = 0" because this implies that On = t77' and 
Ln = o. Also, we find that all Mn are equal to some 
constant M. The additional terms ;'2/4, which appear 
in the last two Eqs. (57), can be neglected compared 
to the classical quantities M nand Ln. In the limit of 

M'T 
-1 0 

NmrOr1 

-1 M'T C + 1) 1 
2Nmr1 ro r2 

0 1 
M'T 

infinite N, the remaining Eqs. (56) and (57) can be 
reduced to (42) and (43) with the help of (53). 

In order to compute the second variation (26), we 
notice that the subsidiary condition 61[; = 0 does not 
involve the variations 6Lj , 601, 6L!,···, tJ() N-1 , 
6LN _ j , and that the quadratic form 62S - 'T62[; does 
not couple them to the other variations. The quadratic 
form (26) decays, therefore, into a sum, of which the 
first term has the matrix 

0 0 

0 0 

-1 0 
1 Nmr1r2 (58) 
2 

0 0 -1 

0 0 0 

in terms of the variations 

(59) 

The normalization in (59) with the help of M has been 
chosen such as to make the matrix (58) dimensionless. 
The eigenvalues and the determinant of (58) will be 
discussed in Appendix D. This part of the second 

N 

M'T C + 1) 0 
2Nmr2 r1 r3 

1 
M'T 

Nmr2ra 

variation (26) can be fully understood without any 
difficulty. 

The remainder can be simplified if we integrate 
immediately over the variations 6rpn and then over 
all but one of the variations 6M n. This provides a 
factor (277';,)N-1 to the integral (54) and reduces the 
second variation (26) because all 6rpn have been 
eliminated and all 6M n have been replaced by a single 
one 6M. Thus, the second part of the quadratic form 
(26) can be represented by the matrix 

2M'T 2M'T L 'T 0 --- 0 ---
I Nmrn_ 1rn Nmr~ Nmr: 

0 'T/Nm -1 0 0 

2M'T 
-1 -rVll/N 'TV12/N ---

I Nmr~ 

2 0 0 1 'T/Nm -1 
(60) 

2M-r 0 'TV21 /N -1 'T V22/N ---
Nmr~ 
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in terms of the variations 

(tJM, tJs!, tJr1 , tJsi , tJr2," .). (61) 

The quantities Vj I are defined as 

02 {S N-! M2 } 
f'jl=-- ~V(rn)+L . 

or jorl 0 ! 2mr n_!r n+! 
(62) 

The variation tJM can be eliminated from the quadratic 
form (60) with the help of the subsidiary condition 
tJ1 t: = 0, i.e., 

x M N-! N-l 

tJM ~ + L Sn tJsn + L Vnbr" = 0, (63) 
mrnrn_l ! m 1 

where f'n is the same kind of derivative as (62). The 
eigenvalues and the determinant of the resulting 
matrix are obtained in Appendix E. With the help of 
(27) the formula (54) for G is, therefore, reduced to 

G = -27Ti . eiSllifIT donf'fi dL n exp..! [(58)] 
ror~27TIi)N 1 ! Ii 

. (27TlirN-lf IT dr nf "n dS n (OM) 
1 ! oE rj,'! 

X exp..! [(60) with (63)]. (64) 
Ii 

The derivative oMjoE at constant rj and Sl is obtained 
from (53) with E = E after neglecting the 1i2j4 terms 
and setting Ln = 0, On = !7T, as well as Mn = M. 
Compared to the exponentials, the variation of 
oMjoE with rj and SI is slow, so that it can be evalu­
ated for the classical trajectory and pulled out of the 
integral. If we insert the results of Appendixes D and 
E into (64), we find the formula (20) with the ampli­
tude given by (46). This completes the discussion of 
the Garrod-Feynman integral for small Ii in the case 
of a spherically symmetric potential. 

C. Polar Coordinates in Momentum Space 

For a spherically symmetric potential, the classical 
trajectory in momentum space lies again in the plan 
which is spanned by the initial and the final momen­
tum. The action T(p" pi E) depends only on the 
absolute values pi and p" of pi and p", and on the angle 
'Y} between pi and p". The determinant (36) in the 
amplitude of F(P" pi E) is now given by 

Tp'p" Tp'~" Tp'E 

DT = 
T~ 

T~,p" T~,~" T~'E (65) 
p'2p"2 sin 'fJ 

TEp" TE~" TEE 

where 'Y}' and 'Y}" are the polar angles of pi and p" in 
the plane of the classical trajectory. The indices on T 

indicate the derivatives of T with respect to these 
quantities. The determinant in (65) is found from the 
orbit which corresponds to pi, p", 'Y}, and E in a plane. 

The variables which are conjugate to p and 'Y} are 
the projection 0 of the position vector q onto the 
direction of motion and the angular momentum M. 
The radial distance r is given by 

r2 = (OTjop)2 + p-2(oTjo'Y})2 = 0 2 + M2jp2 (66) 

so that the Hamilton-Jacobi equation becomes 

p2j2m + V[(OTjop)2 + p-2(oTjo'Y})2]! = E. (67) 

A more familiar-looking equation is obtained by 
introducing the inverse r(V) of V(r). Such an inverse 
exists for the typical potentials where the force of 
attraction increases monotonically as the distance 
from the center decreases. The new equation 

(OTjop)2 + p-2(oTjo'Y})2 - r2(E - p2j2m) = 0 (68) 

looks like an ordinary Hamilton-Jacobi equation of 
a fictitious particle with polar coordinates p and 'Y}, 
at zero energy, in a radial potential given by 

-t . r 2(E - p2/2m). 

As p increases indefinitely, this radial potential van­
ishes; but since the energy is zero, the very large 
values of p become accessible. For p = 0, the potential 
has the value - tr2(E) where r(E) is the maximum 
distance of the real particle with the energy E < O. 

In analogy to the formulas (44) through (47), one 
has now 

" I LP" M dp 
'f} = 'f} - 'f} = p' p2[r2(E _ p2/2m) _ M2/p2]!' 

(69) 

(70) 

(71) 

(72) 

All remarks concerning the critical points in coordi­
nate space apply again to (71) with respect to momen­
tum space. F can be computed according to (35). 
But, as explained earlier, it is of great interest to 
arrive at this result directly as the limit of small Ii of 
the Garrod-Feynman integral (32) for a spherically 
symmetric potential. 
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The first task is again to rewrite (32) in polar coordi­
nates. The detailed correspondence between coordinate 
and momentum space is maintained by the coordinate 
transformation 

p! = Pn sin 'n cos 'YIn' 

p! = Pn sin 'n sin 'YIn , 

p! = Pn cos 'n' 

for half-integer n, and 

(73) 

I ( -. r + Ln -r) - M n '-qn = an SID ., -:: cos., cOS'YI - _ . SID 'Yj, 
P P . SID' 

qn = an SID ., + -:: cos., SID 'YI + _ . COS 'YI, 2 ( --:--y Ln -r) . _ M n -

P P' SID' 

3 -Y L n -.-y 
qn = an cos., - -:- SID." (74) 

P 

for integer n, where p = (Pn-lPn+l)!' cos, = 
(cos 'n-l cos 'n+l)!' sin, = (sin 'n-! sin 'n+l)!' and 
ij = H'YIn-! + l1n+!)' The integral (32) is then trans­
formed into 

F = lim (27T1i)-3N-3 
N-+"" 

f N f N
-
l 

x IJ dan dLn dMn f} dPn d'YIn d'n 

X (p,2 p,,2 sin " sin ''')-! exp [-(i/Ii)TN]/(E - B), 
(75) 

where the action TN along the path in phase space is 
given by 

N 

TN = 2 [aiPn+l - Pn-l) + Li'n+l - 'n-l) 
o 

+ Mn('YIn+! - 'YIn-!)] 
+ [terms at least quadratic in (Pn+! - Pn-!), 

an+l - 'n-!), ('YIn+! - 'YIn-!)], (76) 

and the average energy e can be written as 

1 N-! 2 1 N 
e = - 2 Pn + - 2 V(/qnD (77) 

N ! 2m N 0 

with 

/qn/2 = a; + L! + .M!. 
Pn-lPn+! Pn-!Pn+l SID 'n-! SID 'n+l 

- (a~ + L! )<1- cos('n+l- 'n-!»' 
Pn-!Pn+! 

(78) 

One.would like to get rid of the last terms in (76) and 
(78). Obviously, they can not simply be neglected, 
since even in the expression (54) for G additional 

terms, -1i2/8mr n+lr n-! and 

-1i2/8mr n+lr n-! sin On+! sin 0n-l' 

had to be inserted into e. The arguments of the previ­
ous section are not applicable because F satisfies an 
integral equation, rather than a Fokker-Planck-like 
Schrodinger equation. More than just the zero, first, 
and second moment of the propagator for small times 
are needed in momentum space. 

It is not clear whether simple formulas like (53), 
(54), (55) can be found for F in polar coordinates as 
N -- 00. As Ii goes to zero, however, the variations in 
the coordinate differences (Pn+! - Pn-!), (an - an_I), 
etc., become small. It is sufficient to keep only the 
first parts of (76) and (78). The correspondence be­
tween the formulas (53) through (55) for G and the 
formulas (75) through (78) for F is complete again. 
VCr n) in (53) is replaced by p!/2m in (77), and the 
kinetic energy term, [s! + .. ']/2m, in (53) is replaced 
by the potential energy, V([a! + ... ]l), in (77). In 
order to apply the arguments of the previous section 
to the discussion of (75) in the limit of vanishing Ii, 
they have to be sufficiently general so as to include a 
kinetic energy which is not simply the square of the 
momentum. The Appendices D and E treat this gen­
eral case, and are, therefore, immediately applicable 
to the formulas (75) through (78), after the prelimi­
nary steps corresponding to the formulas (56) through 
(64) for G have been completed. 

In this manner we are ultimately again lead to the 
expression (35) for F with the expression (71) for DT 
and the phase jumps at focal points which were dis­
cussed earlier. It is evident from the arguments in 
the Appendices D and E that the rotational invariance 
has been used extensively, so that the limit of small 
Ii, in the Garrod-Feynman integral has been estab­
lished only for potentials of spherical symmetry. 

IV. PHASE-INTEGRAL APPROXIMATION 
FOR THE COULOMB PROBLEM IN 

MOMENTUM SPACE 

A. Classical Kepler Orbits in Momentum Space 

The orbits in momentum space can be obtained in 
a straightforward manner if one computes the integral 
(69) with the Coulomb potential 

VCr) = -e2/r. (79) 

It seems, however, more appealing to describe these 
orbits in a geometric manner, particularly because 
they turn out to be so simple. 

Starting from the trajectory in coordinate space 

r = (M2/me2)(1 + £ cos <p)-l, (80) 

£ = [1 + 2M2E/me4]!, (81) 
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one gets immediately the momenta 

dql dql dcp me2 . 
PI = m - = m - . - = - - sm cp, 

dt dcp dt M 

dq2 dq2 dcp me2 
P2 = m - = m - . - = - (E: + cos cp). 

dt dcp dt M 

(82) 

(The Cartesian components of P and q are called 
(PI' P2) and (ql' q2) in this section.] If cp is eliminated 
between the last two equations, we get the equation of 
a circle in momentum space 

P~ + [P2 - (me2/M)E:]2 = (me2/M)2, (83) 

with the radius me2/ M and the center at a distance 
E:me2/M from the origin. All orbits in momentum 
space intersect a circle of radius ( - 2mE)! around the 
origin at diametrically opposite points, as can be 
recognized from the solution PI = ± ( - 2mE)! and 
P2 = 0 of (83). Conversely, for any circle in momen­
tum space which intersects the circle of radius 
(-2mE)! around the origin, we can find a value M 
between 0 and (-me4/2E)! such that its radius is 
given by me2/ M and the distance of its center from 
the origin by (2mE + m2e4/M2)!. 

Let us now find the locus of the centers 9f all such 
circles which pass through a given point, say (p,O), 
for a given energy E < O. Suppose that one such 
circle goes through the point 

[( -2mE)! cos oc, (-2mE)! sin oc]. 

Its center (PI' P2) lies, therefore, on the bisectrix given 
by 

(PI - p)2 + p~ = (PI - (-2mE)! cos OC)2 

+ (P2 - (-2mE)! sin OC)2, 

as well as on the straight line through the origin and 
perpendicular to the direction (cos oc, sin oc), i.e., 

PI cos oc + P2 sin oc = O. 

If we eliminate oc from these two equations, we find 

PI = Hp + (2mE/p)]. (84) 

The locus of the centers of all orbits through (p, 0) 
is the straight line perpendicular to (p, 0) at a distance 
Hp + (2mE/p)] from the origin. For p < (-2mE)! 
the quantity (84) is negative so that the origin lies on 
the same side of the locus as the point (p, 0). 

It is now easy to find the center of the orbit in 
momentum space which passes through two given 
momenta, p' and pH. We have only to intersect the 
two loci for the centers of the circles through p' and 
through pH. Since these loci are straight lines, there 
is exactly one intersection. We find, therefore, the 
important statement that: For given E < 0 there is 

exactly one classical orbit in momentum space which 
connects a given initial momentum p' with a given final 
momentum p". The exception to this statement arises 
in the special case where p' and p" are "opposite" 
each other with respect to the circle of radius ( - 2mE)! 
around the origin, i.e., p" = 2mEp'//p'/2. In that case 
all orbits through p' go also through p". 

This last configuration is of particular interest 
because it turns out that all the classical trajectories 
starting from a momentum p' intersect one another 
at the "opposite" momentum, and nowhere else. 
Again this situation is much simpler than for the 
Coulomb potential in coordinate space where all the 
classical trajectories of a given energy E < 0 starting 
from a position q' touch one another along a caustic. 
In momentum space this caustic has seemingly 
contracted into a point. 

The action function (34) can be obtained from (80) 
and (82) by writing 

f"'u d d 
T = - (r cos cp --.El + r sin cp J!1) dcp 

cP' dcp dcp 

= i~ul +LEd
c
:

s 
cp = (- ;;)!(U" - u'), (85) 

where u is the "eccentric anomaly" which is given by 

u = 2 arctan [(1 - E)/(l + E)]! tan cp/2. (86) 
The "true anomaly" cp is measured from the point of 
closest approach, the perihelion. 

B. Phase Integral Approximation 

In order to Hnd explicit expressions for the approx­
imate Green's function F(p" P' E) as given by (35), 
one has to find a relation between the polar angle rJ 
in momentum space and the angular momentum M 
which occurs in the formulas (70) and (71). In terms 
of the quantity 

P = ![ Ipl _ (-2mE)!] 
2 (-2mE)! Ipl 

= ![ p - (-2mE)l] , (87) 
2 (-2mE)! p 

one finds after some obvious algebra that 

M = (me4/2E)! sin rJ[P"2 - 2P'P" cos rJ 

+ p'2 + sin% rJ]-!. (88) 

The determinant DT in (35) is then obtained from 
(71) as 

me8 

D - --------------~--------~----
T - _2Ep,2p,,2( -E + p'2/2m)( -E + p,,2/2m) 

X (p,,2 - 2P' p" cos rJ + p,2 + sin2 rJ). 

(89) 
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The denominator vanishes only if P" ->- P' at the 
same time as 'Y) ->- 0, or if P" ->- -P' at the same time 
as 'Y) ->- TT. The latter case corresponds to p" being 
"opposite" to p'. For the action function T, we find 
from (86) that 

T= (_ ~;)t 
[P"2 - 2P' P" cos 'Y) + p,2 + sin2 'Y)]! 

x arctan "---------"--------'-=-

(P' P" + cos 'Y) 
(90) 

The arctan as well as the root in its argument are 
uniquely defined in the range (0, TT) for 0 < p' < 00, 

and 0 < 'Y) < TT. As anyone of the three independent 
variables in (90) reaches the end of its domain, there 
is always a natural definition for T to preserve its 
continuity. It suffices to construct the corresponding 
classical trajectory which does not go through the 
"opposite" momentum in order to find the correct 
value of T. 

The action T from a momentum p' to its opposite 
is always given by TT( -me4j2E)!. As we follow the 
trajectory through the opposite momentum to a final 
momentum p", the total action accumulated is given 
by 

T= (- ~~)! 

{ 
[P,,2 _ 2P'P" cos 'Y) + p,2 + sin2 'Y)]!} 

x 2TT - arctan ; 
P'P" + cos'Y) 

(91) 

'Y) is again the angle between p' and p" measured as 
in the case of (90) and restricted to the interval 
o < 'Y) < TT. If we follow the orbit any further, the 
total action can be obtained from (90) or (91) by 
adding as many times 2TT( -me4j2E)! as full orbits 
have been completed. 

In order to apply the formula (35), we have to 
determine the extra phase factors which come from 
the critical points along the classical trajectory. For 
the Kepler orbits in momentum space the two kinds 
of critical points discussed in Sec. 4 coincide, since all 
trajectories of given energy E leaving a given momen­
tum p' meet again at the opposite momentum what­
ever the direction or the absolute value of their 
angular momentum. A factor exp ( - iTT) = -1 is 
picked up for ea~h traversal of such a doubly critical 
point. The same factor- enters into (35) when the 
trajectory goes through the initial point p' again. 

Since both (90) and (91) are expressed in terms of 
the angle 'Y) which is defined by p' • p" = p' p" cos 'Y), 
it seems appropriate to use this scalar product in (89), 
(90), and (91) rather than 17. It should be noticed 
that the amplitude (DT)! stays the same for all the 
trajectories which go from p' to p", because according 
to (36) only the derivatives of T with respect to p' 
and p" are needed, whereas, the actions along different 
trajectories from p' to p" differ .only by multiples of 
2TT( -me'j2E)t and possibly a sign. The summation 
over all trajectories reduces to the geometric series 
of the powers of exp [2TTi( -me4j2EIi2)!]. After some 
rearranging we can finally write for F(P" p' E) the 
expression 

- TTIi2(p,2 _ 2mE)(p"2 - 2mE) Ip" 0- p'l [(p,2 _ 2mE)(p"2 _ 2mE) + 2mE(p" _ p')2]! 

. sm 2 -- arctan sm TT -- . . { (-me4)! [(p,2 - 2mE)(p,,2 - 2mE) + 2mE(p" - p'}2J!}/' (-me
4
)! 

2Eli2 -2mE(p" - p')2 2Eli2 
(92) 

The arctan varies between 0, when p' and p" are 
opposite each other, and iTT, when p' = p". Therefore, 
the amplitude of (92) becomes infinite as p" approaches 
p', but it stays finite as p" goes through the opposite 
momentum of p'. The only singularity in (92) is the 
one which was described by the formula (39). 

The above results for the approximate Green's 
function of the Coulomb problem in momentum 
space is so simple because the caustics have shrunk 
to points. The corresponding function G(q" q' E) in 
coordinate space is expected to be more complicated, 
although it will have the same denominator. In this 
connection, the three-dimensional harmonic oscil­
lator is of interest, because it combines the features 

of the Coulomb problem in momentum as well as in 
coordinate space. To each initial point, q' or p' corre­
sponds an "opposite" point, -q' or -p', where all 
trajectories through q' or p' meet again. But in 
between, the trajectories belonging to one plane touch 
one another along an envelope. There will be effec­
tively a total of six critical points for each full oscillator 
orbit, whereas there are only four critical points for 
each Kepler orbit, whether in momentum or in co­
ordinate space. The quantum condition of Bohr and 
Sommerfeld requires, therefore, half-integer quantum 
numbers for the three-dimensional oscillator (with a 
minimum of I); but for the Coulomb problem, the 
quantum numbers are integer, as shown above. 
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C. Comparison with the Exact Green's Function 

The main purpose for studying the phase-integral 
approximation in momentum space was to find wave­
functions for bound states. The formula (92) is, 
therefore, of greatest interest for negative values of 
the energy. We shall put -2mE = y2 with a real 
y > 0, whenever the Green's function is examined 
along the negative E axis. The expression under the 
root in (92) can then be written as 

(p'2 + y2)(p"2 + y2) _ y2(p" _ p')2 

= p'2p"2 + y4 + 2y2p' p" cos 'Yj, 

which vanishes if and only if p' p" = y2 and cos 'Yj = 
- 1. The only singularities in (92) along the negative 
real E axis arise from the zeros of the denominator. 
The corresponding poles are at 

(93) 

where n is a positive integer. The Bohr formula is 
obtained without any gimmickry. It would have 
resulted with similar ease from G(q" q' E). 

The residues at the poles (93) can be most conven­
iently expressed in terms of the Bohr momentum 
Yn = me2/nli and the angular variable 

[
(p'2 + y2)(p"2 + y2) _ y2(p" - p')2J! 

{J = 2 arctan . 
y2(p" _ p')2 

The residue at the pole (93) is found to be 

(_1)n+1(8n/7T2)y!(p,2 + y~)-2(p"2 + y~)-2 

(94) 

X (sin n{Jn/sin (In). (95) 

The quotient sin n{3/sin {3 is a rational function of the 
momenta p' and p", as is seen immediately if sin n{3 
is expanded in terms of sin {J and cos {3 and the 
elementary formulas 

sin (2 arctan IX) = 21X/(1 + 1X2), 

cos (2 arctan IX) = (1 - 1X2)/(1 + 1X2) (96) 

are used together with (94). 
As an example let us put n = 1 in (95), which gives 

(8/7T2)y~(p'2 + y~)-2(p"2 + y~)-2. (97) 

According to Bethe and Salpeter, 20 this expression is 
just the product of the two normalized Is functions 
of the hydrogen spectrum, with variable p'2 and p"2, 
respectively. Similarly, we obtain for n = 2 from 
(95) and (96) 

(32/ 7T~y~(p'2 + y~r3(p"2 + y~)-3 
X {(p,2 _ y~)(p"2 - y~) + 4y~(p', p")}. (98) 

10 H. A. Bethe and E. E. Salpeter, "Quantum Mechanics of One­
and Two-electron Systems," in Encyclopedia of PhYSics (Springer­
Verlag, Berlin, 19S7), p. 12S. 

If we expand the scalar product (p', p") = p~p; + 
p~p~ + p~p; , we are left with four terms in the braces. 
Together with the factors in front, each term is again 
a product of normalized hydrogen wavefunctions, the 
first term in the braces providing the 2s function and 
the last three terms the three 2p functions. 

Instead of comparing further the residues (95) with 
the known hydrogen wavefunctions in momentum 
space, it is more efficient to compare directly the 
approximate Green's function (92) with the exact one. 
The latter has been obtained in closed form by 
Okub021 and has recently been discussed by other 
authors.22 Along the negative real E axis we can write 

F(" , E) = _ 2m!5(p" - p') 
P P ,2 + 2 P Y 

4m2e2 

27T21i(p'2 + y2)(p"2 + y2)(p" _ p,)2 

m e y drrmes/1!Y 8 
3 4 l'" 

- 7T21i2(p'2 + y2)(p"2 + y2) 1 "'''' 

X [(' _ 1)2(p'2 + y2j(p"2 + y2) + 4'y2(p" _ p,)2]-I. 

(99) 

The first two terms are obtained from the integral 
equation (29) by a formal expansion of F in powers 
of the potential. The last term is formally of the same 
power in Ii as the approximation (35) for the Green's 
function which led us earlier to consider the expression 
(40) as being possibly superior to (35), especially for 
smallip" - p'l. 

The last term in (99) can be regarded as a Mellin 
transform with me2/liy as the new variable instead of 
,. Since the function of , differs from zero only in the 
interval from 1 to 00 where it can also be expressed 
in powers of 11', the integrltl over' presents no great 
difficulties. Thus, we can write the last term in (99) 
for 1 > me2/liy as 

m e y drrme2/IIY 8 34 f'" 
7T21i2(p'2 + y2)2(p"2 + y2)2 1 "'''' 

"'(_l)n+1 sinn{3 
x~ '--

n=1 ,n+1 sin {J 

8m3e4y 
=----------~-------

7T21i2(p'2 + y2)2(p"2 + y2)2 

'" (_1)n+1 sin n{J 
X ~ '--. (100) 

n=1(me2/liy) - n sin {3 
The poles of (99) in the left-hand part of the complex 
E plane are correctly given by (100), but the expan­
sion converges only on the negative real E axis and 

21 S. Okubo and D. Feldman, Phys. Rev. 117,292 (1960). 
22 L. Hostler, J. Math. Phys. 5, 123S (1964); J. J. Schwinger, J. 

Math. Phys. 5, 1606 (1964). 
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is, therefore, useless as a representation of the last 
term in (99). Indeed, the angle f3 becomes complex 
for values of E off the negative real axis, so that 
sin nf3 becomes exponentially larger for increasing n. 
The poles of (99) and their residues are shown by 
(100) to be the same as (93) and (95). The phase­
integral approximation is thus shown to yield 
exactly all the bound states of the hydrogen atom. 

Although we have thereby achieved the main 
goal of this paper, it may be of interest to discuss just 
a few points which are concerned with the approxi­
mate Green's function F for positive values of the 
energy. If we insert -2mE = y2e-iro into (92) and 
let w grow from 0 to TT, we get the analytic continua­
tion of (92) from the negative to the positive real axis 
through the upper half-plane. In order to go from 
some point E' on the negative E axis to a point E" 
on the positive E axis, we can either first adjust y 
for w = 0 and then let w grow to TT, or we can first 
let w go from 0 to TT and then adjust y2. These two 
procedures give the same purely imaginary result, 
whatever the vectors p' and p". A well-defined dis­
continuity across the positive real axis is obtained 
between the results ofthe analytic continuation through 
the upper and through the low'er half of the complex 
E plane. The formula (92) for F has all the attributes 
of a well-behaved Green's function, which is all the 
more surprising because, for a given positive energy, 
certain parts of momentum space are classically 
inaccessible. 

It would be interesting to compare the discontinu­
ities across the positive E axis for the phase-integral 
approximation F with those of the exact Green's 
function (99). This seems almost more difficult than 
the comparison of the bound states, because the 
latter form a countable set, whereas the former 
form a continuum which depends on the three vari­
ables p', p", and cos ",. This problem is, therefore, 
not examined at this time, although it may be of 
interest for the discussion of scattering problems and 
virtual bound states. The original goal still seems of 
greater importance, i.e., the extension of the phase­
integral method to bound states in general spherically 
symmetric potentials and eventually to simple molec­
ular potentials such as in the diatomic molecules. 
The successful treatment of the hydrogen atom which 
was presented in this in,vestigation, constitutes a 
crucial first step in this direction. 
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APPENDIX A 

The starting point is the identity 

(~)i exp [im(q" - q')2] 
2TTilit 2lit 

= _1_ fd3p exp..i [P(q" - q') - t It], 
(2TTIi)3 Ii 2m 

(At) 

which can be used in the Feynman integral (5) 
between any two consecutive points q i and q H1 , if the 
Lagrangian has the classical form L = mcr/2 - V(q). 
If one calls P Hi the momentum between q i and q i+l , 

the expression (5) becomes 

K = lim (2TTIi)-3Nj IT d3qn jn d3Pn 
N~oo 1 l 

X exp!.. [SN - (t" - t')E], (A2) 
Ii 

with the abbreviations SN and E as defined by (16) 
and (18). The time intervals t i+l - t i have all been 
chosen equal in order to simplify the definition of E. 
The Fourier transform (13) immediately yields the 
expression (17) for G(q" q' E), if the integration over 
t from 0 to 00 is interpreted as a Laplace integral 
where E has a small positive imaginary part. 

APPENDIX B 

If (8) is inserted into (13) the exponent becomes 
R(q"t, q'O) + Et apart from the factor i/Ii. For given 
values of q", q', and E this exponent is stationary for 
to defined by the equation 

, 
-oR/at = E. (BI) 

The exponent is now expanded in powers of t - to, 
so that 

R(q" t, q'O) + Et = R(q" to, q'O) + Eto 

+ Ht - to)2(02R/ot2) lto + .. '. (B2) 

The factor (DR)' in (8) is assumed to vary slowly and 
can, therefore, be evaluated at t = to without any 
further corrections. The integration over t is elemen­
tary and gives 

G(q" q' E) = -(1/2TTIi2)(DR)!(~2; IJ-! 
x exp [is(q'' q E)/ Ii], (B3) 

S(q" q' E) = R(q" to, q'O) + Eto, (B4) 

where to is to be eliminated with the help of (81). 
The second derivatives of R have to be written in 
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terms of the derivatives of S. One finds that etc. One can write, therefore, the following sequence 
of equations: 

~_~_~. 02S /02S 

oq"oq' - oq"oq' oq"oE oq'oE oE
2
' (BS) Id3PV(P" p) . B(p p' E) exp [_ ~ T(p p' E)] 

o2R = _ (02S )-1 
ot2 . OE2 ' 

(B6) 

which leads immediately to the wave amplitude 
(Ds)l in (20). 

The 3 X 3 determinant lo2Sjoq"oq'l vanishes, be­
cause the equation H(oSjoq" , q") = E can be differ­
entiated with respect to q', which gives three linear 
homogeneous equations in the quantities oHjop" with 
the matrix o2Sj oq' oq". An interesting special case of 
this remark arises in one dimension, where one has 
the well-known formula 

S(q" q' E) = f"[2m(E - V(q»]l dq 

= S(q" E) - Seq' E) + const. (B7) 

The expression (20) becomes, therefore, after ad­
justing the normalization 

_1_ ! ei'const/lI . ( 02S )1 
21T1i classical paths oEoq" 

X eiS"/lI( a
2
s )1 e-iS'/lI. (B8) 

oEoq' 

The constant in (B7) which reappears in the exponent 
of (B8) is different for each classical path, depending 
on the number of cycles in the path. If these details 
are properly considered, one arrives at the formulas 
of Kohn and Sham,12 

APPENDIX C 

The main problem in obtaining the expansion (37) 
for the Hamiltonian in momentum space comes 
from the potential energy. The discussion is, therefore, 
limited to evaluating the potential term in (30), if the 
trial solution B(P" p' E) exp [- iT(P" p' E)jli] is in­
serted. We shall present first a short and rather 
formal argument, and then attempt to give a more 
rigorous, although lengthy, proof. 

The inverse Fourier transform of (31) is given by 

V(q) = I V(p" p') exp [~(P" - P,)q] d3p", (C1) 

and the derivatives of V(q) are written as 

av = 2 IV(p" p') . (p" - p') 
oq Ii 

X exp [~ (p" - P,)q] d3p", (C2) 

= B(p" p' E) exp [ - ~ T(p" p' E)] (C3) 

d3pV(p" p) P P exp~ [_ T(p P 'E) + T(p"p 'E)] I B( 'E) . 

B(p" p' E) Ii 

= B(p") exp [~ T(p") ] f d3pV(p" p) 

X {B(P) exp.!. [_ T(p) + T(p") + (p - p") OT]} 
B(p") Ii op" 

X exp [~ (p" - P)q,,} 

where q" = +oTjop" and the argument p' as well as 
E has not been written anymore in the last line. The 
next step is the questionable one, since it consists in 
simply expanding the terms inside {} in powers of 
p - p". Thus, one obtains 

{ } _ 1 + _1_ ( _ ") oB 
- B(p") p Pop" 

i ( ")( ") o2T 
+ 21i p - P P - P op"op" + ... , (C4) 

where the neglected terms would all contribute to 
the order li2 and higher. The expansion (37) for the 
Hamiltonian follows immediately with the help of 
(C2) and if we assume that V(P" p') depends only on 
the differences p" - p'. If the expansion (C4) is 
carried further, higher terms in (37) are obtained 
without difficulty. 

A more careful procedure consists in applying 
Parseval's theorem to the integral in the second line 
of (C3). Apart from the factor 

R(P" p' E) exp [( -ijli)T(p" p' E)], 

the potential-energy term in the Hamiltonian becomes 

I
d3 V() 1 Id3 B(p) 
qq' (21T1i)3 P B(p") 

i 
X exp/i [-T(p) + T(p") - (p - p")q]. (C5) 

The factor which multiplies V(q) can be regarded as 
a density function a(q) which weighs the various 
contributions of the potential V(q). One finds, indeed, 
that S a(q) d3q = 1 whatever R(p) and T(P). It is, 
therefore, reasonable to study a(q) , its main peak 
and its spread, particularly in the limit of small Ii. 
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Jones and Kline23 have investigated the asymptotic 
expansion of multiple integrals by the method of 
stationary phase. The method used in this Appendix 
differs somewhat and treats only interior critical 
points, although boundary points would have to be 
examined in a more complete theory. Also, we assume 
analyticity for the functions B(P) and T(P). 

Given q, the exponent in the integrand of (C5) 
becomes stationary for a value p = p which is obtained 
from the equation 

aTjap = q. (C6) 

If we assume p to be a regular point of T, a real 
linear transformation 

(C7) 

can be found, such that we can write the expansion 

T{p) - T{p) + (p - p)q 

= ! 2, £ipi2 + t 2,fJ;zmpip!pm 
i 11m 

+"2\ 2, fJ;lmnpip!pmpn + .. '. (C8) 
ilmn 

The coefficients fJ are symmetric in all their indices, 
and £; = + I or -1. By purely algebraic manipula­
tions, we can define coefficients Y for a further 
expansion 

pi = pi + 2, Yilmp!pm + 2, Yilmnplpmpn + ... , 
1m 1m" 

(C9) 
such that we have to all orders in p the equality 

T{p) - T(p) + (p - p)q = ! 2, £iP,2. (CIO) 
i 

If we require that the y's are symmetric in all their 
indices, they are uniquely determined in terms of the 
fJ's, namely 

£iY:llm = -lfJ:J!m, (CIl) 

(CI2) 

These relations increase rapidly in complexity. 
The variable of integration in (C5) is now changed 

from p to p. The Jacobian a(p)ja(p) as well as B(P) 
can be expressed in terms of IX, fJ, and Y, and then 
expanded in powers of p. The integration over p is 

28 D. S. Jones and M. J. Kline, J. Math. & Phys. 37, 1 (1958). 

trivial because of (ClO) and yields after some obvious 
manipulations 

1 11 eiEk1T/4 det IIX (p-) I 
(27TIi)i B{p") k il 

X exp J. [- T(p) + T(p") - {p - p")q] 
Ii 

{
_iii aB 

. B{p) - -2 ~£I£m a _, IXilfJ!mm 
JIm p 

iii a2B . _ [ 1 + -2 ~£m a-:la-! IXimIXlm + zIiB(p) - - 2,£i£lfJiill 
,1m p p Y il 

+ l4 .2,£j£Z£m(3fJiilfJlmm + 2fJ:llmfJ;zm)] + ... }. 
'1m 

(C13) 

The whole expression is to be considered as a distri­
bution function a(q) , with p related to q through (C6). 

The result (C13) is now multiplied by V(q) and 
integrated over q, again by the stationary phase 
method with T(p) - T(P") + (p - p")q as the rapidly 
varying phase. This phase is stationary at p = p" or 
q = aT/ap", provided the determinant of the second 
derivatives of T with respect to p does not vanish 
at p = p". This requirement makes it also possible to 
use p as variable of integration rather than q. There­
fore, we can also multiply (C13) with 

V( +aTjap)' det I a2Tjapapi , 

replace q in the exponent by aT/ap, and integrate 
over p. 

The phase T(P) - T(P") - (p - p") . aTj ap is now 
treated with respect to p - p" exactly as the phase 
T(P) - T(P) - (p - p)' aTjap was treated with re­
spect to p - p. There are some minor, though obvious, 
modifications because the latter phase is not the 
same function of p - p as the former of p - p". All 
the slowly varying quantities in (C13) have to be 
expanded in powers of p - p", although this is not 
necessary for the terms which are already of order Ii. 
Finally, we can express the coefficients fJ in terms of 
the derivatives of T with respect to p, and use such 
relations as 

a2T 
2, IXimIXln ~ = £mbmn, 
il ap ap (C14) 

in order to express everything in term~ of T and its 
derivatives. All the complicated terms in (C13) are 
cancelled out, and one is left with the relatively 
simple expansion (37). 

Whereas the derivation of (C13) can be made 
sufficiently rigorous, provided we include a discussion 
of the boundary points, the further integration over 
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q or p using (Cl3) may be much harder to justify in 
view of its complicated structure. 

APPENDIX D 

In order to find the eigenvalues and the determinant 
of the matrix (58), we first add a term -AT/N in the 
diagonal elements. Let Un be the determinant which 
results from (58) after all rows and columns beyond n 
have been eliminated. The following recursion 
formulas are then obtained: 

Un =!:...[ M - AJUn-l- Un-I' 
N mrn+l'n-l 

(Dl) 

Un = - + - A U n-l - U n-l , T[ M M J 
N 2mr n+lr n 2mr nr n-l 

(D2) 

for half-integer and for integer n, respectively. The 
initial values are 

(D4) 

An alternating sign has to be 'eliminated before going 
to the limit of large N. Therefore, we define 

Un = (_l)n-!Un for half-integer n, 
Un = (_l)n-IUn for integer n. (D5) 

In the limit of large N with T remaining constant, the 
recursion formulas (Dl) and (D2) become 

dW/dt = - [(M/mr 2) - A]U, (D6) 

dU/dt = [(M/mr 2) - A] W, (D7) 

where W = Un for half-integer n, and U = Un for 
integer n. The initial conditions (D3) and (D4) reduce 
to 

W(O) = 0, U(O) = -1. (D8) 

The discrete parameter n has been replaced by the 
continuous parameter t = nT/N. The consecutive 
values of the radial distance r n are assumed to lie very 
close to corresponding values ret) along the classical 
orbit. 

Because of (42), the solution of the initial-value 
problem (D6), (D7), and (D8) can be written im­
mediately in terms of the polar angle fP along the orbit, 

W = sin (fP - At), U = -cos (fP - At). (D9) 

If N is sufficiently large, we find, therefore, the 
following approximate value for the determinant of 
(58), 

det 1(58)1 = (_1)N-l sin [(fP" - fP/) - A(t" - t')]. 

(DlO) 

The eigenvalues are, therefore, given by 

A = (V7T - fP" + fP/)/(t" - t'), 

where '/I is any integer, positive or negative, larger 
than - N and smaller than N. 

APPENDIX E 

The matrix (58) for the variations bLn and bOn 
was easy to discuss because its determinant could 
be evaluated explicitly for large N even after including 
a term -AT/N in the diagonal. In the case of the 
matrix (60) with the subsidiary condition (63), such 
a direct procedure can again be devised; but it is 
important not to specialize the particular form of 
the Hamiltonian at an early stage, because the general 
features might easily be lost in the arithmetic. Also, 
the treatment of the phase-integral approximation in 
momentum space is equivalent to the treatment in 
coordinate space, only if the kinetic energy is allowed 
to be a more general function of momentum than 
the usual p2/2m. Such a generalization would auto­
matically include a relativistic Hamiltonian. We shall 
assume, therefore, that the kinetic energy is an 
arbitrary function D(p) of p = Ipl and the potential 
energy an arbitrary function VCr) of r = Iql, so that 
H(pq) = D(p) + VCr). 

In terms of the momenta Sn' L n , and M n' as well 
as the coordinates rn, On' fPn' we have in the limit 
Ii -+ 0, 

P2n = in + L~ + M! 
. 0 ·0' r n_!r n+l r n_!r n+! sm n-! sm n-l 

(El) 
1 N-! 1 N 

e = - I D(Pn) + - I VCr n) 
N ! N 0 

(E2) 

instead of (53). The formulas (77) and (78) are ob­
tained from (El) and (E2) by the formal replacements 
D +---+ V, p +---+ r, S +---+ (1, 0 +---+" fP +---+ 1], provided we 
neglect the last term in (78). A discussion of the 
second variation of S.v as given by (55) with a constant 
e as given by (E2) includes, therefore, a discussion 
of the second variation of TN as given by (76) with­
out the quadratic terms with a constant e as given 
by (77). 
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The equations of motion (56) and (57) as well as 
the matrix (58) are hardly affected by the new kinetic 
energy, and can be treated exactly as before. The 
matrix of the second variations in (~M, ~s!, ~rl' ~s!, 
~r 2, ••• ) is most easily written out in terms of the 

~JeMM ~JeM! ~Je~l1 

function 
N-! N 

Je = 2 D[s! + M2/r n_!r n_t]t + 2 V(r n). (E3) 
! 0 

Let lower indices on Je indicate the corresponding 
derivatives, half-integers for Sn and integers for r n. 
Instead of (60), one now has the matrix 

~JeM! ~JeM2 

~JeMt ~JeH -(1 - ~Jeh) 0 0 

~JeMl -(1 - ~Jelt) ~Jell (1 + ~Jel!) ~Je12 
1 

~JeM! 0 (1 + ~Jeh) ~JeH -(1 - ~Jeh) (E4) 
2 

~JeM2 0 ~Je21 

where ~ = TIN. The subsidiary condition (63) becomes 

N-! N-l 
~M . Je M + 2 Jen~Sn + 2 Jen~r n = o. (E5) 

t 1 

A comparison with (60) shows that a number of new 
off-diagonal terms arise from the more general energy 
(E2). 

The 2N X 2N matrix (E4) is reduced to a 2N -:- 1 x 
2N - 1 matrix in (~St, ~rl' ~s!, ~r2' ... , ~SN_!) by 
eliminating the variation ~M with the help of (E5). 
The second variation which goes into the exponent of 
(64) has, therefore (apart from a factor -t), the 
matrix 

C;j + ~JeMM[(ai + bi)(oj + bj) - bib j ], (E6) 

where C ij is the matrix (E4) without the first row and 
the first column. The quantities aj and bj are given by 
the derivatives of Je, 

aj = Jej/JeM , bj = -JeMj/JeMM . (E7) 

The signature of the matrix (E6), i.e., the difference 
between the number of positive and the number of 
negative eigenvalues, as well as its determinant, have 
to be found. Let r n be the determinant which is 
obtained from (E6) after all rows and columns beyond 
the index n have been deleted. According to a theorem 
from linear algebra, cf., Bocher, 24 the signature equals 
the sum over sign (r n-tr n) from 11 = t to 11 = N - t 
with ro = 1. 

The determinant r n can be written in terms of the 
determinants Ck !, which are obtained from the matrix 
ciJ by deleting all rows and columns before k and 
beyond I. In terms of Ck! = (-1 )k(2k-1)+1(2!-1) Ck!, one 

2& M. B6cher, Introduction to Higher Algebra (The Macmillan 
Company, New York, 1907), p. 147. 

-(1 - ~Je2!) ~Je22 

finds after some straightforward algebra that 

(_l)n(2n-Or n = Cln - 2~JeMM 

X 2 (aio j + aib j + b;aj)Ch-iCi+ln 
i<j<n 

{ } = aibjbka! + biajbka! + biajakb! 

+ aibjakb l - 2aia jbkbl - 2b;b jakal • 

Certain terms of equal indices have been neglected 
because their contribution is only of order l/N or 
smaller. 

Since the elements of (cij) differ from zero only if 
they are close to the diagonal, one can easily derive 
recursion formulas for Ck !. In the limit of large N, 
one obtains ordinary linear differential equations in 
the parameter t = m/ N = n~, provided the sequence 
of momenta Sn and distances r n approximates the 
classical trajectory s(t), r(t) in phase space. With the 
Hamiltonian 

H(sr) = D(S2 + M2/r2)! + V(r), (E9) 

this trajectory satisfies the equations of motion 

ds/dt = -oH/or, dr/dt = oH/os. (EIO) 

The "initial" values are r(O) = r', r(T) = rH, and the 
angular momentum M is determined such that 

l Td oH iTd MDp " , t-= t--=g; -g;, 
o aM 0 pr2 

(Ell) 

with p = (S2 + M2/r2)!; e.g., let Ckl = Wif I is half­
integer, and Ckl = U if I is integer. In terms of t" = 
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IT/N, the recursion formulas with respect to I become 

dW = a2
H U + a2

H W, 
dt" as2 asar 

dU a2H a2H 
-= - - W -- U. (EI2) 
dt" ar2 asar 

These are the Jacobi equations for the so-called 
assessory problem; cf. Caratheodory.25 

Solutions to (El2) can be constructed if a family of 
solutions s(t, ft) and r(t, ft) to (ElO) is known which 
depends on some parameter /1. One finds immediately 
that 

U = as/aftlt~t", W = ar/aftlt~t". (E13) 
The initial conditions for U and W depend on k. One 
finds for half-integer k that U(t') = I and W(t') = 0, 
whereas U(t') = 0 and W(t') = -I forinteger k, with 
t' = k'T/N. Since the angular momentum M is con­
sidered a constant in (ElO) and (EI2), the only 
parameter left to yield a family of solutions is the 
energy E. 

The function U and W can be written as integrals 
over the classical trajectory in the following manner: 
in the case of half-integer k, the second Eq. (ElO) 
is integrated by writing 

t" - t' =fr
" dr: (E14) 

r' H. 
where s in H. is assumed to be eliminated with the 
help of H(sr) = E. The above equation is then differ­
entiated with respect to E at constant t", so that one 
obtains the relation 

0- ar" I . -.L _f.r" dr H as I (E15) 
- aE t" H~ r' H; '8 aE r' 

where ar' /aE was assumed to vanish in accordance 
with the initial condition W(t') = O. The derivative 
as/aE follows from H(sr) = E, so that 

ar" I = H';fr"dr HB8 = -H'; t"dt(1-). (E16) 
aEt" r' H! Jt' Hs. 

The lower indices always designate partial derivatives, 
whereas the prime or double prime indicate the time 
at which the quantity is to be evaluated. If the expres­
sion (E16) is inserted for W into the first Eq. (EI2), 
the corresponding function U is obtained. After 
adjusting the result to the initial condition U(t') = I, 
one finds that 

U = H~ + H'H"It"(J.-) 
H" • r , H ' 

B t s. s 

W = -H~H'; r:"dt(-.t.) 
Jt H. s 

(E17) 

1& C. CarathCodory. Variationsrechnung und partielle Differential­
gleichungen erster Ordnung (B. G. Teubner. Leipzig. 1935). p. 260. 

for half-integer k. Similarly, it follows that 

W = - H; + H'H" t"dt(~) 
H; r 8JI' Hr / 

U = -H;H; r:"dt(l..) JI Hr r 

(EIS) 

for integer k. 
The integrals in (E17) diverge when t passes a 

classical turning point where dr/dt = H. = O. But a 
close examination of U and W as t" approaches such 
a time, shows that these functions approach well­
defined, finite values and can be continued in a natural 
fashion without discontinuities. The same is true for 
(ElS). With the help of identity 

i t" I It" I I I 
dt(-) = dt(-) +---, (EI9) 

t' Hr r t' H. • H~H; H;H; 
the integrals (E IS) can be written like the integrals (E 17), 
and vice versa. Also, this identity shows how to avoid a 
divergent integral in the neighborhood of a turning point. 

The calculation of r n from (ES) presents no 
difficulties in the limit of large N. The coefficients aj 

and bi are written for half integer j as 

ajro.-J HBdtl iNH1I1dt, 

b j ro.-J -HM• dt I iN H1I1M dt, 

and for integer j as 

airo.-J Hrdtl iNHllfdt, 

bjro.-J -HMrdtl i
NH

1J,IM dt. 

(E20) 

(E2l) 

It seems advisable to obtain first the sums of the type 
1 (i <j)C!i_!ai , 1 (i <j)ajCi+!n, etc., with the help 
of (E 17) and (E IS), then the spms of the type 
1 (i < j < k < i)ajCi+!k-!ak, etc., and finally the 
complete sums as they occur in (ES). The various 
successive integrations can always be combined and 
simplified, although the procedure is very tedious 
and one suspects that there must be some shortcuts 
to avoid these lengthy computations. The result is 

(-l}-1V-1rN = H~H;,,{fVHMM dt - iN (:~). dt} 

x [(t N - to) I iN H.l1 dt r. (E22) 

The integrals in braces can be shown to equal 
a(IPN - IPo)/aM at constant ro and rN , whereas the 
ratio (tN - to)/J~ Hlll dt is equal to aM/aE, i.e., the 
change in angular momentum which is necessary to 
accommodate a change in average energy while keep­
ing the same orbit s(t) and r(t). The integral (64) is 
combined with (D 1 0) and (E22) to give (20) with (46). 
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T~~ BBGKY eq~ations. are written in nondimensionalized form leaving two parameters ex and {J 

exphclt. The coefficient ex IS a measure of the "strength" of the potential of interaction while fJ is a 
measure of t~e ,"range" .of th~ interactio.n potential. The s-particle distribution functi~n is expanded 
about ~amshmg correlatIOn wlt.h £ entenng as a parameter of smallness. Nine cases are considered, 
dependmg on the order of magmtude of oc and {J (viz., £, 1, £-1). Lowest order terms, in each of the cases 
considered, give .a kinetic equation, to&ether with subsidiary conditions. In the "rigid sphere" limit, 
the Vlasov eq~atlOn appears together With ~ s~ond-~r.der differe~tial constraint. The Vlasov equation 
alo~e ~pr:ars m the Rosen?luth-Rostoker hmlt. A cntlcal survey IS made of the compatibility problem 
which I~ I~?erent..t0 exp~nslons o! the BB~KY sequence. For the most part, the problem reduces to the 
compattblhty of type-I constramt equations. These constraint conditions cause any given order set of 
equations to be over determined. 

I. INTRODUCTION 

I N the recent past, a host of so-called "kinetic 
equations" have appeared in the literature. A 

kinetic equation is a single equation in space, time, 
and velocity, for the single unknown-the one-particle 
distribution function, Fl' To date, the set of kinetic 
equations include: The Boltzmann equation,l the 
Vlasov equation,2 the Landau equation,3 the Fokker­
Planck equation,4 and the Balescu-Lenard equation.s 

Ideally, a kinetic equation should follow in a self 
contained manner from the Liouville equation, which 
is the equation of motion for the N-particle distri­
bution function F N' Equivalently, one may work 
with the BBGKya sequence of N-coupled equations 
for the set of N s-particle distributions functions 
{F.}. The first of these equations (hereafter called 
BY1) is an equation which couples Fl to F2 • The 
second couples F2 to Fa, and so forth. If a relation of 
the form F2 = F2(F1) is known, then substitution into 
B Y1 gives a kinetic equation. Bogoliubov7 argues that 
in the time sequence of events governing the relaxation 
of a gas, the mid-epoch (the "kinetic stage") is 
characterized by the functional relations 

F. = F,(I, ... ,s; F1). 

1 L. Boltzmann, Lectures on Gas Theory, translated by S. Brush 
University of California, Los Angeles, Calif., 1964). 

I A. A. Vlasov, Many Particle Theory and Its Application to 
Application to Plasma (Gordon and Breach, Science Publishers 
Inc., New York, 1961). 

8 L. Landau, J. Phys. USSR 10, 25 (1946). 
, (a) A. Fokker, Ann. Physik 43, 810 (1914). 

(b) M. Planck, Sitz. Preuss. Acad. 324 (1917). 
(c) S. Chandrasekhar, Rev. Mod. Phys. 15,31 (1945). 
(d) J. Hubbard, Proc. Roy. Soc. (London) 261A, 371 (1961). 

a (a) R. Balescu. Phys. Fluids 3,52 (1960). 
(b) A. Lenard, Ann. Phys. (N.Y.) 3, 390 (1960). 

8 M. Born and N. S. Green, Proc. Roy. Soc. (London) 188A, 10 
(1946); 189A, 103 (1947); 191A, 168 (1947); J. G. Kirkwood, J. 
Chern. Phys. 14, 180 (1946); 15, 72 (1947); J. Yvon, La Theorie 
Statistiquedes Fuides etl'Equation (d'Etat, Herman, Paris, 1935). 

7 N. N. Bogoliubov, Studies Stat. Mech. (Amsterdam) I, 1 (1962). 

All of the s-particle distributions become functionals 
of the one-particle distribution. The notation is such 
that the number / denotes the coordinates and 
momenta of the lth particle. 

The method of obtaining kinetic equations due to 
Prigogine8 is also centered about the Liouville equation 
and employs the technique of the resolvant operator 
familiar to quantum mechanics. A diagrammatic 
approach is employed to represent the expansion of 
distribution functions. Ansatzen regarding the form 
of the exponential relaxation of the distributions 
permits one to collect different "order" diagrams, 
and kinetic equations emerge depending on the 
relaxation scale imposed. 

The method of analysis of the BBGKY sequence, 
which we wish to examine in the paper, strongly 
resembles that Mayer-Mayer' cluster expansion 
familiar to equilibrium statistical mechanics. It has 
been employed by Rosenbluth and Rostoker10 to 
extract the Vlasov equation from the BBGKY set 
and by Freemanll to formulate a theory of irreversible 
processes. The technique consists of expanding F. 
about vanishing correlations. In general, if for all 
s ~ N, 

s 
F, = II F 1(1), 

1=1 

the gas is completely correlationless. The deviation of 
F. from the product form defines the correlation 
functions C •. For instance, F2 appears as, 

F2(1,2) = F1(I)F1(2) + C2(1, 2). 

More generally, the first term in the expansion for F. 

8 I. Prigogine, Non-Equilibrium Statistical Mechanics (John Wiley 
& Sons, Inc., New York, 1962). 

• J. E. Mayer and M. G. Mayer Statistical Mechanics (John Wiley 
& Sons, Inc., New York, 1940). 

10 N. Rostoker and M. N. Rosenbluth. Phys. Fluids 3, I (1960). 
11 E. A. Freeman, J. Math. Phys. 4,410 (1963). 
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is the product form given above. These expansions 
merely serve as a transformation from the set of 
functions {Fs} to the set {es}. However, in the method 
of vanishing correlations, one sets es ""'" €' where € is an 
infinitesimal. The lowest-order expression for Fs then 
becomes the product form IT' F1(1). Substitution of 
these lowest-order forms into the BBGKY sequence 
gives N equations for the single unknown Fl' For 
these equations to be meaningful, they must be 
compatible, e.g., redundant. This compatibility 
requirement is merely a property which the equations 
must have in order that the solution is in the trial 
product form given above. 

The included analysis stems from a nondimensional 
form of the BBGKY sequence due to Sandri.12 In 
this form, two parameters (ex, fJ) emerge which contain 
the strength and range of the interparticle potential, 
and the temperature and number density of the system. 
Nine distinct cases are considered, depending on the 
magnitude of these parameters (i.e., €, 1, c l ). Tables 
III-XI give the kinetic equations and constraint 
conditions which emerge. These tables are discussed in 
the following analysis section. The physical relevance 
of these results is discussed in the final section of this 
paper. 

II. ANALYSIS 

A. Preliminary Definitions 

Our investigation stems from the Liouville equation, 

OFN at + [F N, H] = 0, (I) 

where the brackets are the Poisson brackets, and H 
is the Hamiltonian, 

N N 

H = 2 p~/2m + 2 <I>(Xi , Xi)' (2) 
i=l i< j 

In this formula, X t is the position of the ith particle, 
and <I> is the potential of interaction between two 
particles. Hereafter, we will set <1>( Xi' Xi) = <I> ij' The 
N-particle joint probability function F1\' is normalized 
to pv, where V is the volume of the system, 

f F N dl ... dN = VN. (3) 

Operating on Eq. (1) with Jdl ... ds, and perform­
ing some detailed, but straightforward manipulations, 
gives the desired form, 

(4) 

1lI G. Sandri, Ann. Phys. (N.Y.) 24,332 and 380 (1963). 

The operators K, ®, and 1 are defined as follows: 
, 

Ks == 2 (pzlm) . (a/aX I), (Sa) 
1~1 

(Sb) 

(Sc) 

The force of the ith particle on the (s + I )st particle is 

G _ a<l>i,8+1 _ + a<l>i,'+1 
i,s+l- - - --. 

aXS+1 aXi 

For convenience of future reference, we shall call the 
sth BBGKY equation, BYs ' 

The transformation from the set of distribution 
functions {Fs} to the set of correlation functions 
{e s} appears as 

FtCt) = F 1(1), 

F2(1, 2) = F1(1)F1(2) + e2(l, 2), 

F3(1, 2, 3) = F1(I)F1(2)F1(3) 

, 

+ F 1(I)e2(2, 3) + F 1(2)e2(3, 1) 

+ F1(3)e2(1, 2) + e 3(1, 2, 3); 

F. = IT F1(k) + 2 F1(11) ... F1(1s-2)e2(l,-1, I,) 
k~l 1'2°" .. ',1,) 

+ 2 F1(11) ... F1(ls-3)e3(1,-2, 18- 1 , I,) 
1'.0,,··· ,I,) 

+ .. ·+e,. (6) 

In this latter formula, P n is the set of permutations on 
the set of integers (11' ... , 18 ) counting all permuta­
tions amongst (11' ... ,Is- n ) only once, similarly for 
all permutations among (l8-n+l,"', Is). There are 
s!/n!(s - n)! distinct permutations in the sequence 
P n' In passing, we note that an alternate way of 
writing the last equation appears as 

, . 
F. = IT Fl(k) + 22 F1(1) ... Fl(k1 - 1) 

k~l k,<k. 

X F(kl + 1) ... F1(k2 - I)F1(k2 + I) ... 
F(s)e2(k1' k2) + ... 

8 

+ 22 F l (1) ... F1(k l - 1) 
k,<k2< ... <kb-' <kb 

Fl(k1 + 1) ... Fl(k2 - 1)F1(k2 + I) ... Fl(k b_ 1 - I) 

X Fl(kb_ l + 1) ... Fl(kb - l)Fl(kb + 1) ... 

Fl(s)eb(k1 , k2' ... kb) + ... + e.(l, 2, ... ,s). (6a) 
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The corresponding diagrammatic sum appears as 

F, = [0]' + [0]8-2[0 - 0] + [0]8-3[0 - 0 - 0] 
.-cluster 

+ ... + [0 - 0 - 0 - ... - 0]. 

The nth cluster is a sum of s!jn!(s - n)! terms. The 
correlation functions e. are merely another representa­
tion for the distribution functions F,. What is hoped 
is that this new choice of variables is more conducive 
to the investigation of systems which enjoy some 
element of "correlationlessness." 

The first insertion of any physics into the scheme 
comes by way of the hypothesis that und~r proper 
conditions e, ~ E'-l, where E is a parameter of 
smallness. The motivation is as follows. Consider the 
limit of infinite tenuity (of a gas). Certainly (for 
finite range potential of interaction), under such 
conditions all e, vanish, and F, = lIFl . Now, let the 
volume decrease, so that the probability of two 
particles being in each other's sphere of influence is 
finite, while the probability that three particles 
simultaneously being so joined remains zero. It is 
consistent then to write Fa in some manner as the 
product of Fl and F2, with F2 :F FlFl . 

For any three particles, the probabilities relating to 
the state of a cluster of anyone-and that of the 
remaining two, are independent probabilities. This 
property is satisfied, if in the second equation in the 
sequence 6 for Fa, ea is set equal to zero_ The infer­
ence is that as the specific density is increased, the 
higher-order correlation functions become significant. 

The question arises as to the proper choice of E in 
the expression e, ~ E'-l. To answer this question, 
we introduce a nondimensionalizing procedure, first 
proposed by Sandri.12 

The physical variables which enter into BY, (Eq. 
4) are t, x, p, and <D. These are no'ndimensionalized 
through the following equations. A variable which 
carries a tilde is a nondimensional variable, 

x = 'ox; P = PoP; <D = <Do<l>; 1 = tot, 
Po = mC; mC2 = KT; 10 = 'o/C. 

(7) 

The "strength" of the potential is <Do, while '0 is the 
"range" of the potential. In most cases, the choice 
of <Do and '0 is clearly implied by the form of <D itself. 

Inserting these changes into Eq. (4) gives [dropping 
the tilde notation and setting (N - s)/V ~ N/V = n] 

(:t + K.) F. - at ®,F, = atpl.Fs+ l • (8) 

In this equation, 

(9) 

TABLE I. The ex - fJ scheme diagram 

£ £-1 

CASE I CASE II CASE III 

£-1, E £-1, 1 £-1, e-1 

CASE IV CASE V CASE VI 

1, £ 1, 1 1, £-1 

CASE VII CASE VIII CASE IX 

£, £ £, 1 E, £-1 

All variables and functions, and parameters in 
Eq. (8) are nondimensional. Inasmuch as two param­
eters arise in the process of obtaining this equation, 
the choices of expansion about e, = 0, may be put in 
terms of a two-dimensional array as depicted in 
Table I. 

This scheme of values for at and p gives rise to nine 
independent domains of expansion. In each case, the 
expansion is completely specified by the additional 
constraint 

e. oc E"-l. 

Having stated these prerequisite definitions, we are 
now prepared to move on to the analysis of these 
equations. 

B. Expansion Technique and 
Compatibility Requirements 

In order to find effective expressions for F l , es , 
ea , ••• , the expansions of the distribution functions 
Fl , F2 , ••• , F., as given by Eq. (6), are substituted in 
the B Y. equ~tions, whose general forms are given by 
Eq. (8). These equations, together with the order­
of-magnitude ansatz (9), generate a sequence of 
coupled equations. The equations so obtained depend 
very strongly on which of the nine limits (shown in 
Table I) is being considered. In each case, the coeffi­
cients (at, P) assume prescribed orders of magnitude. On 
the other hand, FI as given by Eq. (6a), exhibits the 
structure 

FI = IT Fl + E ~ (IT F l)C2 + . . . . (10) 

Substituting all of the F! functions into the appro­
priate BY, equations (s ~ /) and expanding, gives the 
following set of equations: 

BY~ + EBYlU + E2BYl2) + ... = 0, 

BY~O) + EBy~l) + E2By~2) + ... = o. (11) 
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TABLE II. Order of magnitude of type-I constraint equations 

~ F~ I II III 

Pl 0-1 0-1 0-1-2 
e. 1-2 1-2 1-2-3 
e. 2-3 2-3 2-3-4 

Equating coefficients of equal powers of e to zero, 
gives 

0(1) BYiO) = 0, BY~O) = 0, ... , 
O(e) BY~!) = 0, By~l) = 0, . . . . (12) 

The 0(1) equations involve only Fl , and may be 
used to determine Fl' This solution, when substituted 
into the O( e) equations, determines e2 , since O( e) 
equations involve only Fl and e2 • The O( e2) equations 
involve only F l , e2 , and e3 , and may be used to 
calculate e3 , once Fl and e2 are known. 

Although such an iterative technique clearly points 
the way to the construction of a solution, it is at this 
point that the problem of redundancy enters. 

The redundancy problem is two fold. For example, 
there are N equations of the form [BY;O) = 0]. All of 
these involve Fl alone. Clearly, these equations 'must 
be compatible (not redundant, since we are dealing 
with partial differential equations and not algebraic 
equations). 

The second type of redundancy condition which 
enters, is as follows. Suppose all {BY;O) = O} are 
compatible. Now suppose {BY;!) = O} contains equa­
tions which involve Fl alone. Such equations are not of 
the form which contribute to the solution for e2 • 

Instead, they are extra equations which Fl must satisfy 
beyond the set {BY;O) = O}. Similarly, {BY;2) = O} 
may contain equations which involve only Fl and 
C2 • 

The question then arises, how many equations are 
there which involve Fl alone, beyond the set 
{B Y;O) = O}? How many equations are there which 
involve only Fl and ell, beyond the set {B y;l) = O}? 

Let us call equations which involve only (Fl' 
ell, ... ,e,) with e, explicit, "type-I constraint 
equations." In Table II, the order (k in {BY;k) = O}) 
of the constraint equations which enter for all of the 
cases considered, are presented. For instance, in 
Case II, the only type-2 constraint equations which 
enter are of the form {BY;l) = O} and {BY;2) = O} 
These type-I constraint equations are presented in the 
final tables of results, for each of the nine cases 
considered. 

The schematic of solution is given in Fig. 1. The 
type-1 constraint equation (Box I) determines Fl 

IV V VI VII VIII IX 

0-1 0 0-1 0-1-2 0-1 0-1 
1-2 1 1-2 1-2-3 1-2 1-2 
2-3 2 2-3 2-3-4 2-3 2-3 

which in turn gives F. to terms of O(e): 

(13) 

The resulting Fl is then used to calculate e2 • This is 
accomplished by inserting Fl into Box II. At each step 
of the procedure, F. is determined to successively 
higher orders in e. If an incompatibility exists, most 
likely this implies that solutions in the form of Eq. 
(6) do not exist. 

From Fig. 1, it is clear that in the cases considered, 
there are, at most, three type-I classes of constraint 
equations (e.g., the box containing BY!l) in the first 
level represents a class of type-1 constraint equations). 
More generally, at any level in this schematic, there 
are at most three type-I classes of constraint equations. 
This follows from the fact that the orders of magnitude 
which are chosen for the coefficients IX and f3 only 
range over three values. 

In the following analysis the nine cases of Table X 
are separately studied. 

C. Preliminary Ordering of Forms 

Before constructing the systems of equations of 
different orders, it is useful at this point to rewrite 
the operators appearing in Eq. (8) in a more suitable 
form, 

K = ! (!!!). (~) (14) 
m 1=1,," ',Im m Oxl ' 

In this expression, Km operates on the phase variables 
(/1' ... ,1m). 

With this generalization, the O(e) term of the first 
term on the left-hand side of Eq. (8) appears as 

(: + K8) ! Fl(ll)' .. F1(l.-2)e2(l8-l, I.) 
ut P!(l l " '1,) 

= ! FI(ll) ... F1(l8-2)[*" + K2]e2(l.-1' I.) 
P.Ol ... I.) ut 

+ ! F1(11) ••• Fl(ls-3) 
PaOl ••• I.) 

(15) 

where each of the integers i, j, k, ranges over the 3 
values s - 2, s - 1, and s. In the same way, the 
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BY(O) 
s 

By(l) 
s 

By(2) 
s 

By(l) 
s 

By(2) 
s 

By(3) 
s 

By(2) 
s 

By(3) 
s 

By(4) 
s 

= 0 

= 0 

= 0 

= 0 

= 0 

= 0 

= 0 

= 0 

= 0 

Box I 

Type-l 

Constraints 

Box III 

Type-3 

Constraints 

" " " 
FIG. 1. Summary of type-I constraint equations. 

0(£2) term is 

(~ + K.) ! Fl(ll) ... F1(/s-a)Cs(l.-2, 1._1, I.) ot PaO, ... /.) 

= ! F1(l1) ... Fl(ls-s)[oO + Ks]Cs(l.-z, /'_1' I.) 
Pall, ... /,) t 

+ ! Fl(ll) ... Fl(ls-4) 
PeU", '/,) 

X {.-af···Ca(l;,lk,III)[OO + Kl]F1(/i). (16) 
P.(i.l.k.v) t 

In the same way as for the operator Km of Eq. (14), 

we can define an operator ®m, acting on a function of 
m phase variables, II ... 1m , in the following way: 

®m = ! (O<l>b'b 2 • _0_ + O<l>blbl • ~) • (17) 
bl < b. OXbl OPb, OXb• OPb, 

If the operator ®n is intended to act on only n of the m 
variables of the operand, the n variables are explicitly 

indicated in parentheses at the right of ®n [cf. Eq. 

(19)]. It is now possible to rewrite ®s [Eq. (5b)] in a 
different form. Again, as before, the 0(£) term 
appears as 

®. ! Fl(ll)'" Fl(l.-JC2(l.-l,I.) 
p.UI •• ./,) 

= 

+ ! Fl(ll) ... Fl(l.-4) 
PeO, .. '/,) 

X {'-3f "'C2(lk , 11I)@zFl(/i)Fl(l;)} 
P.(i.1.k.lI) 

+ ! F1(/l) ... Fl(l.-a) 
PaU,·· '/,) 

X { ,-zfl

., {± @z(lal' la)F(la)Cz(lao' la.)}}. (18) 
Po(a,.oo,as) ;~z 

The 0(£2) term is 

®. ! F l(lI) ... F I(l.-a)Ca(l.-2, I._I, I.) 
p.u I ••• I,) 

= ! F1(II)'" F1(l.-4)@sCa(l,-2, I._I, I.) 
PaO,·· '/,) 

x { .-4i"·' CS(lk' III' lZ)@2FI(li)F1(l;)} 
p.(i.;.~.II.z) 

+ ! Fl(lI) ... FI(l,-4) 
PeOI' . '15) 

X {;a~:#.: :,) {~z @2(lal' lai)Fl(la)Cs(la., las' la,)}}. 

(19) 
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Next consider the operator I, (Eq. Sc). In order to 
develop its generalization, we define, 

so that, 

I l(1K) = ~ 'Id(S + I)GIK.s-tl 
OPIK 

(20) 

(20a) 

The remaining term on the right-hand side of Eq. (8) 
then appears as, i.e., the O(E) term, 

I. ! Fl(ll)' .. Fl(l.-1)e2(l" 1.+1) 
Pa(it·· '1,+1) 

x {'-2fl"C2(lj, lk)/lFl(s +1)F(li)} 
P.'i,i.k) 

+ ! Fl(ll) ... Fl(l.-2) 
PaU.··· I,) 

x ti/l(li)Fb + 1)C2(l,_1, Is)} 

+ ! Fl(ll) ... Fl(l.-2) 
p.U.·· '1,) 

x {'~' l l(li)Fl(li)C2(lj, S + I)} 
P.(i,i) 

+ ! Fl(ll) ... Fl(l._2)llC2(l .. S + 1). (21) 
p.(It·· '1,) 

With these generalizations of the operators, K, ®, 
and 1 at our disposal, we move on to the nine cases 
depicted in Table X. 

Toward these ends, we consider the special Case 
VII (ex. = E), ({J = E). 

In this case, there is no term of order c l . The 
terms of order 1, from B Yl , appear as 

(:t + Kl )Fl (l) = O. (22) 

Those from BY. ($ > 2) are 

(# + K.) ! Fl(ll) ... Fl(l.-2)C2(l.-1, I.) 
ut p.u • ... I,) 

- ex.®.Fl(I)· .. Fl(S) = O. (26) 

Using Eq. (IS), the above expression can be rewritten 

! Fl(ll) ... Fl(l.-a) 
Pa(I.·· '!,) 

x ! C2(lj,lk) - + Kl Fl(li) {
.-l.'-l.. [a ] } 
P.(i.;.k) at 

+ ! Fl(/l) ... Fl(l.-2) 
p.u.··· !,) 

x {[:t + K2]C2(l.-1' I.) - ex.2@Fl(l.-1)Fl(l.)} = 0 

(27) 

which is satisfied if Fl and C2 are solutions to Eqs. 
(22) and (2S). It follows that Eqs. (22) and (2S) 
completely specify the solution to terms of O( E). 

The term of order E2, that appears in B Yl , is 

1- ·IdZ2Gl.2Fl(1)Fl(2) = 0, (28) 
OPI 

or simply, 
(30) 

since the right-hand term in Eq. (29) is equal to zero. 
Let us now consider BYa; 

(:t + Ka)Ca(l, 2, 3) - ex.®a 

X ! Fl(l1)C2(l2, la) = O. (31) 
PaUlo '0. !3) 

Those from BY. appear as 

(~ + K.)FtCl) ... Fl(S) = O. 

In the above equation, the right-hand side vanished 
because of Eq. (28). This equation can be further 

(23) simplified taking into account Eq. (30) and Eq. (18). 

Equation (23) can also be written in the following way: 

! Fl(ll) ... Fl(ls-l) (~ + Kl) Fl(l,) = O. (24) 
p. o •... I,) at 
Therefore, Eq. (24) is satisfied if Fl satisfies Eq. (22), 
so that the system of Eqs. (22) and (23) are compat­
ible. 

The first group of terms of order E appears in 
BY2 ; 

(~ + K2)C2(1, 2) - ex.®2Fl(I)F2(2) = O. (2S) 

There results, 

(.E. + Ka)Ca(1, 2, 3) - ex. ! at Po(II.!'.!.) 

X {~2®2(l1' 1;)Fl (11)e2(i2' la)} = O. (32) 

The terms of order E2 in B Y4 are 

(~ + £.4) ! F 1(l1)Ca(l2, la, 14) - ex.®4 at p.o •... 14) 

X ! Fl(l1)Fl(l2)C2(la, 14) = 0 (33) 
poo •... 14) 
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or using Eqs. (16), (18), (22), and (30), shown to be a linear combination of Eqs. (22), (30), 
(32), and (34) . 

.L e2(la, 14)@2F1(l1)F1(l2) = O. (34) 
PaU," ,1,) 

Procedures, similar to the one described above, 
have been used in all the other nine cases. The results 
are tabulated below. Finally, it is possible to verify that all the terms of 

order E2 in the BY, (s> 4) equations vanish. Ex­
plicitly, these terms are III. CONCLUSIONS 

A. Compilation of Results 

(35) 

For each of the nine cases depicted in Table I, 
terms of at least three orders of magnitude from the 
largest18 have been studied. In most cases the smallest­
order terms included are of O( E2). 

and using Eq. (16) and Eq. (18), this equation can be 

In the tables below, equations are grouped according 
to their order in E. In each case, equations of O(E2) 
have been reduced using equations of O(E") (s' < s). 

Terms of 
order 

E 

Case I: 

(~ + K,)F, = ot{3I,F,(l)F,(2) 

®.e.o, 2) = 0 

I,C.(1,2) = 0 

TABLE III. 
ot = O(l/£); 

Equations 

(~ + K.) )Ca(l, 2) = ot{3t! 1,(i)F,(3)C.(l, 2) + .L 1,(I,)F,(I,)C.(I., 3)} 
P10"I.) 

®.C.o, 2, 3) = 0 

.L {~®.(I"II)Fl(/,)C.(/.,I.,1,) = o} 
P.Ul ... 1,) '=2 

Terms of 
order 

liE 
I,Fl (1)Fl (2) = 0 

®.Fl (I)F,(2) = 0 

Case II: 

(:r + Kl)Fl(l) = ot{3l,c.O, 2) 

TABLE IV. 
ot = O(l/£); 

Equations 

{3 = O(E). 

-®.C.O,2) = {3{i I l (i}F,(3)C.O, 2) + 2 1,(l,)F,(Il)Ca(l.,3)} 
;=1 P, (I" I.) 

2 {i ®.(l"II)Fl(l,)C2(1.,la)} = 0 
P.O"I.,I.) j=2 

Derived 
from 

Derived 
from 

13 The order of the largest order terms differs from case to case. In all, there are three possibilities. These are 0(E-2), O(E-l
), and 0(1). 
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Terms of 
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Terms of 
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TABLE IV (Continued). 

(~+ K.)C.(1, 2) = afJ i~ fl(i)c.O, 2, 3) 

! C.(l.,l.)(~ + Kl)Fl(ll) - 1X®.C.(1, 2, 3) = IXfJ{± f l(i)C.(1, 2, 3)Fl(4) 
P.Ol ... Is) >=1 

! {~®.UlJll)Fl(/1)C3(l.,13'/')} = 0 
p.O l .•• I.) >=2 

Case III. 

flc.(1, 2) = 0 

TABLE V. 

a = 0(1!£); 

Equations 

+ ! fl(ll)Fl(/l)C.(I., la, 4)} 
P.Ol ... Is) 

-®.Fl(1)Fl(2) = fJ{f f l(i)Fl(3)C.(1, 2) + ! Il(ll)Fl(ll)C.(l., 3)} 
;=1 P10l.I.) 

A 2 
-1X@.C.(1, 2) = IXfJ! Il(i)c.(1, 2, 3) 

i=1 

! C.(l.,l,)®.Fl(/l)Fl(/.) = 0 
P.Ol· .. I,) 

(~ + K.)C1(1, 2) = 0 

;=1 

4 A 4 

! ! @.(It,II)Cs(/.,ls,I,)F1Ul) = fJ! Il(i)c.(1, 2, 3, 4)Fl(5) 
Pa(/l • .. I,) ;=2 ;=1 

+fJ ! 11UJF1Ul)C.(lh/.,I., 5) 
PU1 ••• 1,) 

BU. 

Derived 
from 

BY. 

BY. 

BY. 

BY. 

! C,U3,1"I.)®.Fl (/I)F1U.) = 0 BY. 
Pa(ll" .1.) 

Case IV: 

(~ + Kl)Fl(1) = 0 

®.Pl(1)F1(2) = 0 

TABLE VI. 

IX = 0(1); 

Equations 
Derived 

from 
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TABLE VI (Continued). 

I lF,(I)F,(2) = 0 

(~ + K.)C.(1, 2) - 1X@.C.(1, 2) = 0 

3 A ! ! @.(/.,/.)C.(l .. I.)F,(/,) = 0 
POIIl.la.I.) i=2 

I,C.(I,2) = 0 
2 

! I l (i)c.(1, 2)F,(3) + ! II(/l)Fl(ll)C.(/ .. 3) = 0 
i=2 Pl(lI,I.) 

(~ + K.)C.(1, 2, 3) - 1X®.C.(I, 2, 3) = 0 

Case V: 

(;, + X.)EI(1) = IX{JIlFI(1)FI(2) 

®aFl(1)FI(2) = 0 

I ICa(1,2) = 0 

TABLE vn. 
IX = 0(1); 

Equations 

(J = 0(1). 

(; + Ka)C.(1, 2) - 1X®.C.(1, 2) = IX{J i I I(i)F1(3)C.(1, 2) + IX{J ! I I(/I)FI(/I)C.(I.,3) 
t ;=1 PIII,.'s) 

3 A 

! L @.(/.,/i)FI(lJC.(I"I.) = 0 
Pall"I.,I,) i=2 

2 

! Il(i)C.(l, 2, 3) = 0 
i-I 

(~ + K.)C.(1, 2, 3) - 1X@.C.(1, 2, 3) = IX{J ~11.(i)Fl(4)C.(1, 2, 3) 

4 • ! ! @.(/"/i)Fl(/I)C.(l.,/.,/.)=O 
Pa(ll •.. I,) i=2 

TABLE VIII. 

+ IX{J ! I l(ll)FI(lI)C.(I .. /,,4) 
PI(ll.I.,'.) 

Case VI: IX = 0(1); (J = 0(1/E). 

2009 

BY. 

BY. 

BY. 

Derived 
from 

BY. 

BY. 

BY. 

BY. 

BY. 

Derived 
Equations from 

(;, + KI)Fl(1) = 1X{Jllc.(1, 2) 

"" 2 
-@aFl(1)FI(2) = (J ! Il (i)FI (3)C.(1, 2) + (J ! I l(/I)FI(lI)C.(l.,3) BY. 

i-I PI(l.,I.) 
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TABLE VIII (Continued). 

(
iJ A) A ~ -;- + Ka C I (1, 2) - at®.C.(1, 2) = at{3 £., 1,(i)C.(1, 2, 3) 
"t i=1 

! C.(I.,I.)(~ + K,)F,(I,) - at ! i ®.(/"I.)F,(l,)C.(l.,I.) 
p.Ul.! •• !.1 p.(!l.! •• !.1 ;=2 

3 

= at{3 ! 1,(i)F, (4)C.(l, 2, 3) + at{3 ! ft(/ ,)F,(l,)C.(/.,l •• 4) 

! CI(I., 1,)(8).F,(ft)F,(l.) = 0 
PIOl' .. !,I 

I ,F,(l)F,(2) = 0 

®.C.(1, 2) = 0 

Case VII: 

i=1 PaUl.! •. !.1 

TABLE IX. 

at = O(E); 

Equations 

(3 = O(E). 

(: + Ka)Cs(1, 2, 3) - at ! i ®.(l" 1;)F,(l,)C.(l.,I.) = 0 
t p.Ol.!.,!.1 i=2 

! C.(/ •• I,)®.F,(l,)F,(l.) = 0 
P.Ul, .. !.I 

Terms of 
order 

Case VIII: 

l ,c.(I, 2) = 0 

TABLE X. 

at = O(E); 

Equations 

(3 = 0(1). 

-®.C.(1,2) = (3{ i 11(i)Fl (3)C.(l, 2) + L 1,(I,)F,(l,)C.(I •• 3)} 
.=1 P,Ul, !21 

(~+ K.)(l, 2, 3) - at.! i ®.(I" lJF,(l,)C.(l.,I.) = 0 
P21!i.!.,lal i=2 

! C.(l •• I,)®.F,(/,)F,(l.) = 0 
P 20l ... !,I 

BYa 

BY. 

Derived 
from 

BY. 

BY, 

Derived 
from 

BY. 
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Case IX: 

TABLE XI. 
IX = 0(£); 

Terms of 
order Equations 

Derived 
from 

l,c.(1, 2) = Q. 

BY. 

• 2 
-®.C.(1,2) = {3 2 Il(i)cS(1, 2, 3) 

;=1 

BY. 

3 

= 1X{3 2 1,(i)F, (4)C.(1, 2, 3) + 1X{3 2 1,(l,)F,(l,)C.(la,/a, 4) 
;=1 P.Utol •• I.) 

2 C2(/.,[,)®.Fl(/l)Fl(/') = 0 
P.Ul .. . 1,) 

B. Comments on Results 

The physical significance of each of the nine cases 
presented above is given in terms of the coefficients 
ex and {3. To realize this significance, we recall [Eq. 
(9)] that {3 is proportional to the third power of the 
ratio between the "range" fo of the potential, and 
fa' the average distance between particles. 

If the system is called rarefied when (fO/fa) « I and 
dense when (foffa)>> 1, Cases I, IV, and VII corre­
spond to rarefied systems and Cases III, VI, and IX 
to dense systems. 

The parameter ex is proportional to the strength of 
the potential and inversely proportional to the mean 
thermal energy per particle. It follows that Cases I, 
II, and III correspond to systems of either strong 
interaction or low temperature. In particular, Case 
I corresponds to the "rigid sphere" approximation. 
Case VII describes high temperature, rarefied systems 
and Case IX, high temperature dense systems. 

From inspection of the above nine tables, we see 
that all the {B nk ) = O} equations, at least in the cases 
considered (k = 0, 1, 2), can be reduced to a very 
small number of nonredundant (but hopefully com­
patible) equations. In particular {BY;o) = O} can 
always be reduced to one, or at most, two equations. 

Cases VII and VIII yield the "streaming" equation 
to lowest order. Both these cases correspond to 
systems which include vanishing interaction. Such a 
state is realized at either high temperature, or van­
ishing "strength" of potential. It is interesting to note 

that although Cases I and IV include states of vanishing 
density, in Case IV where the strength of the potential 
is comparable to the mean thermal energy, the system 
obeys a modified streaming equation; while in Case I, 
where the strength of the potential is much larger than 
the mean thermal energy, the streaming state is 
destroyed. 

Case IX to lowest order, yields the Vlasov equation. 
This by far is the most revealing result of the present 
analysis. What is known from plasma kinetic theory 
studies10 is that the Vlasov equation follows from the 
Liouville equation in the limit (nd3)-I_ 0, where d 
is the Debye distance. This is consistent with the 
above result inasmuch as ex{3 = 1 and {3 '"" e-1 (Case 
IX) implies that fo is the Debye distance and fJ becomes 
(nd3). 

However, what has not been uncovered in such 
analyses is that the Vlasov equation also appears in 
two other cases implied by the single constraint 
ex{3 = 1. These cases are Case I and Case V. In Case I, 
which includes strong interaction and rare density 
(e.g., rigid sphere), the Vlasov equation appears in 
the 0(1) equations. The 0(e-1) equation is a differ­
ential constraint on Fl and appears as 

;.. 

@2Fl(l)Fl(2) = O. 

In Case V, where both ex and {3 are of 0(1), the 
lowest-order equations are the Vlasov equation 
together with the same differential constraint Eq. 
(36), as appeared in Case I. 
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TABLE XII. Summary of type-l constraint equations. 

Case I Case II Case III 

Modified Integral + Integral 
Vlasov differential. constraint 
a.{J = 1 constraint a.{J = E-1 a.{J = E-2 

Case IV Case V Case VI 
Modified Modified Integral 
Streaming Vlasov constraint 

a.{J = E a.{J = 1 a.{J = E-1 

Case VII Case VIII Case IX 
Modified Streaming Vlasov 
Streaming rx{J = E rx{J = 1 

rx{J = E' 

These results suggest that a modified Vlasov equa­
tion (viz., together with differential constraint) gives 
a proper kinetic description of a rigid sphere gas. 

A summary of the above results is given in Table 
XII. 

Although this study is clearly an introductory 
discourse, nevertheless, it is quite clear that the 
analysis already assumes a burdensome quality. 
Many outstanding problems are suggested. The most 
evident of these are: 

A. Extension of the analysis to terms of O(EB), 
s> 2. 

B. Determination of the existence of solutions. In 
this domain, particular attention must be given to the 
compatibility requirements discussed above, i.e., 
between type-l constraint equations. 
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The analytic properties of the Laplace transform of products of two confluent hypergeometric 
functions as function of certain parameters are investigated. The radial matrix element of multipole 
type that contain Coulomb-Dirac wavefunctions or special cases thereof are considered. These are 
investigated as functions of the momenta p of the particles. Branch cuts and the behavior along the branch 
cuts in the complex p plane are given. The formulas presented permit accurate calculation of the matrix 
elements also, when the parameters have values arbitrarily close to singular points. The prime concern, 
however, is to facilitate second- and higher-order perturbation calculations. 

I N this paper we investigate the analytic properties of 
certain radial matrix elements of a type that occurs, 

e.g., in the theory of multipole radiation. Such a 
matrix may be written 

(P11 V Ip2) = Loo<Di(P1r)e-.rra-1<DiP2r) dr, 

i, k = 1,2, (1) 

where the functions <D1 and <D2 may be expressed in 
terms of confluent hypergeometric functions 

00 (b)nxn 
1FtCb, c, x) = L -- , 

n=O (c)nn! 

r(1 - c) 
'F(b, c, x) = 1F1(b, c, x) 

reb - c + 1) 

r(c - 1) 1-0 F (b 1 2 ) + X 1 1 - C + , - c, x , 
reb) 

as follows: 

<D1(pr) = eiPr1F1(Y - i'Yj, 2y, -2ipr), 

<D2(pr) = eipr'F(y - i'Yj, 2y, -2ipr). 

It can be shown that the functions 

ulr) = r7<Dlpr), i = 1,2, 

(2) 

(3) 

are two independent solutions of the equation 

{(d2/dr2) + E - (PM - [y(y - 1)/r2]}u(r) = 0, (4) 

provided that 

p = E1, 'yj = -P/2p; 

and that the functions 

fir) = ~ r7-
1[E - 1 + Y - /( !!.]<Dlpr), 

/( - Y a. Z dr 

glr) = -rH E + 1 + --- <Dlpr) , i = 1,2, [ 
y+/(d] 

a.Z dr 

are two independent solutions of the equations 

df(r) = /( - 1 fer) _ (E _ 1 + a.Z) g(r), 
dr r r 

dg(r) = (E + 1 + a.Z) fer) _ /( + 1 g(r), 
dr r r 

(5) 

provided 

p = (£2 - I)!, 'Y} = Ea.Z/p, y = (/(2 - a.2Z 2)1, 

where /( takes any of the values K = ± I, ± 2, ± 3, .... 
Equations (4) and (5) are the Schrodinger and Dirac 

equations with a Coulomb potential included as they 
appear after a separation in spherical coordinates. In 
order to obtain the free solutions we put, of course, 
'Y) =0. 

The solutions in (3) have been chosen because, 
accepting the convention 0 =::;; argp =::;; 7T for the square 
root of p, one solution is square integrable at the 
origin and one at infinity, since 

and1 

~1(0) = I, 

1
m. ( )1 -[y+lm(~)l -Im(pr) 
'V2 r RO r e . 

Clearly <D2 is square integrable for any nonreal value 
of E. 

If we exclude the relativistic Coulomb wavefunc­
tions the function <D1(pr) is an integral function of p. 
The point p = 0, for which the parameter b = Y + 
i(P/2p) may be infinite, is no exception as can be 
verified by a closer investigation. Since the function 
<D2(pr) is defined by (2) and (3) it is an analytic function 
of p in the entire p plane except on a branch cut along 
the negative imaginary p axes which cut is caused by 
the factor x1- C in (2). When c = 2y is an integer the 

1 Bateman Manuscript Project, Higher Transcendental Functions, 
A. Erdelyi, Ed. (McGraw-Hill Book Company, Inc., New York, 
1953), Vol. I, p. 278. 

2013 
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function 'l" is the limit of (2) as C approaches the 
integer value. In this limit a term In x will appear in 
the 'l" function so that the cut is present whether C is 
integer or not. 

In case <P1(pr) is an relativistic Coulomb wavefunc­
tion it depends on E = (P2 + 1)1 through the param­
eter'YJ as it is defined in (5). The function is an integral 
function of pI and E since it has the expansion 

m ( ) _ ~ (2otZr)n 
'VI pr - 4. Cn , 

n=O n! 

where the coefficients Cn are obtained from the 
recurrence relation 

pZ 
(n + 2y)cn+l + ECn + -2-Z n . Cn- I = 0, Co = 1, 

40t Z 

and since the series is uniformly convergent in p2 and 
E. It is no longer an integral function of p, since it has 
the branch points p = ±i of (P2 + 1)1. 

In the following arguments concerning the analy­
ticity of the matrix elements (1) the relativistic Coulomb 
case is excluded throughout. Its inclusion simply 
implies that the branch cuts from p = ± i to infinity 
along the imaginary p axes are added to the branch 
cuts that are obtained in this paper. 

After this preliminary discussion of the analytic 
properties of the standing and the outgoing wave 
solutions we proceed to the discussion of the matrix 
elements, beginning with 

(PII V Ipt) = loo e-<B-i2>l-i2>s)rra-\FI(bl , CI , -2ipIr) 

X 'l"(b z , Cz, -2ipzr) dr, (6) 

where, for the sake of brevity, we have introduced 

bk = Yk - i'YJk' Ck = 2Yk' k = 1, 2. 

The integral exists when Re (a - Cz + 1) > 0 and 
Re (s ± ipl - ipz) > 0 which follows from (2) and 
the asymptotic behavior of the confluent hypergeo­
metric functions. z When it exists it is an analytic 
function of PI and also of Pz if a cut is made along the 
negative imaginary Pz axis where the integrand is 
nonanalytic. 

Our aim is now to continue analytically the matrix 
element (6) as function of PI or pz. This can be accom­
plished by expressing it in terms of an associated 
Appell function3 

( I V I +) = r(a)r(a - C2 + 1) (s _ i _ i )-a 
PI pz rea + bz _ C

2 
+ 1) PI P2 

X F pea, bl , b2 , CI , C2 , ZI' Z2), (7) 

1 Ref. 1, p. 278. 
3 P. O. M. Olsson, Ark. Fysik 30,187 (1965), especially p. 190. 

where 
Zk = -2ipk/(S - ipI - ipz), k = 1,2, 

and the F p function is defined by the expansion 

Fp(a, bl , bz , CI , C2, ZI' Z2) 

= i (a)m(bl)m(a - C2 + l)mz;' 

m=O(cI)m(a + b2 - Cz + l)mm! 

x 2FtCa + m, b2, a + bz - C2 + m + 1, 1 - zz), 

IZII < 1, Zz =F O. (8) 

The investigation of the analytic properties of the 
matrix elements (1) is, in fact, intimately connected 
with the theory of the Appell functions, which were 
defined by Appell as certain solutions of a set of 
partial differential equations.4 We also need solutions 
which are not Appell functions. Such solutions are 
called associated Appell functions and are used in order 
to define the Appell functions for the whole range of 
their arguments. 

In large the analytic properties of the F p function 
are most easily obtained from integral representations. 
Choosing a suitable integral representation ofthe hyper­
geometric functions appearing in the terms of the 
series (8) (Ref. 5) 

zFI(a + m, bz , a + bz - Cz + m + 1,1 - zz) 

rea + bz - Cz + 1) (a + bz - Cz + l)m 

r(a)r(bz - C2 + 1) (a)m 

X l\a+m-I(1 - t)o'-OI[1 - t(1 - Z2)]-0'dt, 

Re a > 0, Re (bz - Cz + 1) > 0, 

and inserting it into (8) we obtain 

F pea, bl , bz , CI , Cz , ZI' zz) 

= rea + bz - Cz + 1) i (bl)m(a - Cz + l)m 

r(a)r(b2 - C2 + 1) m=O (cI)mm! 

x L\a-l(tzl)m(1 - t)o.-o'[1 - t(l - zz)]-o'dt. 

When IZII < 1 we may sum under the sign of 
integration which gives 

Fp(a, bl , bz , CI , C2, ZI' Z2) 

= rea + b2 - C2 + 1) f\a-l(1 _ t)0'-C. 
r(a)r[b2 - C2 + 1) Jo 

x [1 - t(1 - Z2)rb22FI(a - C2 + 1, bl , CI , tz l) dt, 

Re a > 0, Re (b 2 - C2 + 1) > O. 
Since the condition 

Re (b2 - C2 + 1) = Re (-i'YJ2 - Y2 + 1) > 0 

4 Ref. I, p. 234. 
5 Ref. I, p. 59. 
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in general is not fulfilled, we transform the integral 
with the aid of6 

F p(a, bI> b2, C1, C2, Zl, Z2) 

= z~-caFp(a - C2 + 1, b1 , b2 - C2 + 1, 

Cl> 2 - C2, Zl , Z2), 
and obtain 

r(a - C2 + 1) 
-~~--'-"---.:-<--- F p(a, b1, b2, Cl' C2' Zl Z2) 
r(a + bz - C2 + 1) 

= _2_ ta-co(1 _ tta-1[l _ t(1 _ Z2W,-ba-l 
zl-coll 

r(b 2) 0 

x 2Fl(a, b1, C1, tz1) dt, 

Re (a - c2 + 1) > 0, Re b2 > O. (9) 

The 2Fl function is an integral function of b1 and 
an analytic function of its argument x = tZl in a cut 
x plane from x = 1 to x = + 00. Since the right-hand 
side of (9) is an analytic function of Pl if PI takes values 
such that the singularities of the integrand are avoided 
along the path of integration, the possible nonanalytic 
domains are the branch cut of the 2Fl function 

tZl = 1 + ~1' 0 ~ ~l' 0 ~ t ~ 1, 

and the branch cut 

1 - 1(1 - Z2) = -~2' 0 ~ ~2' 0 ~ t ~ 1, 

of the factor [1 - t(1 - Z2)Y·-ba-l. This may be 
written 

zl=I+~l' Z2=-~2' 

where we have not bothered to introduce new nota­
tions for the parameters ~ as long as they have the 
same range. The points to be avoided are then 

PI = -P2(1 + ~l) - is, 

PI = ±(P2 + is)(1 + ~2)' 
The point PI = 0, for which b1 = Yl - i'l]l may be 
infinite, need not be considered since we know 
already from (6) that the matrix element is analytic 
when Re (s ± PI - ip2) > 0 which is always the case 
for sufficiently small values of Ipil since s > 0 and P2 
is assumed to be real. 

The factor (s - PI - P2)-a in (7) contributes with 
the cut 

Pl = -P2 - i(s + ~3)' 0 ~ ~3' 

in case the exponent is noninteger. There are then 
three possible cuts ending at the singular point 
PI = -P2 - is but only one ending at Pl = P2 + is. 
Since 

8 Ref. 3, p. 189. 

FlO. 1. Analytic domain of (PI I Vip;> 
in the PI plane. 

the matrix element considered is an even function of 
Pl and the cuts 

PI = ±(P2 + is)(1 + ~2)' 0 ~ ~2 
are the only ones that cannot be discarded. Hence the 
matrix element (PlI V Ipt> is an analytic function of 
Pl in a cut PI plane as in Fig. 1. 

The properties of the matrix element as function of 
P2 are not conveniently obtained from (9) since the 
existence of the integral requires Re b2 = Y2 + 
1m '1]2 > O. An integral representation which is more 
appropriate in this case can be obtained from the 
five parametric double-series expansion of the F p 

function' 
F p(a , b1 , b2 , C1 , C2, Zl' Z2) 

= z;a i (a)m+n(a - C2 + l)m+n(b1)m 
m,n=O (a + b2 - C2 + l)m+ic1)mm! n! 

x (~re2~ If, 
in the following way: 

i (a)m+n(a - C2 + l)m+n(b1)m (Zl)m(Z2 _1)n 
m,n=o(a + b2 - C2 + l)m+n(c1)mm! n! Z2 Z2 

= i (a)N(a - C2 + I)N 

N=o(a + b2 - C2 + I)NN! 

! (b1)mN ! (Z!\m(Z2 - I)N-m 
X m=O (c1)m(N - m)! m! -;J -Z-2-

_ i (a)N(a - C2 + 1),y (Z2 - l)N 
N=o (a + b2 - C2 + I)NN! Zz 

! (-N)m(b1)m( Zl )m 
X m=O (c1)mm! 1 - Z2 

_ i (a)N(a - C2 + I)N (Z2 - I)N 
N=o (a + b2 - C2 + l)NN! Z2 

x 2Fl(-N, b1 , C1 , _Z_l_) 
1 - Z2 

= r(c1) f1tbt-\1 _ t)Ct-bt-1 
r(b1)r(Cl - b1) Jo 

X 2Fl(a, a - C2 + 1, a + b2 - C2 + 1, 

• Ref. 3, p. 187. 

ZIt + Z2 - l)dt, 
Z2 

Re b1 > 0, Re(c1 - b1) > O. 
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In the last step we have used 

2Fl(-N, b1 , Cl'~) 
1 - Z2 

= r(Ct) il tb,-1(1 _ t)Cl-bl-t 
r(bIW(CI - bl ) 0 

x (l_~)Ndt, 
1 - Z2 

Re bl > 0, Re C1 - bl > 0, 

and summed under the sign of integration. Hence 

Fp(a, b1 , b2, C1 , C2, Zl' Z2) 

= r(Ct) z;ai
l 
tbl-I(1 _ t)Cl-bl-t 

r(bIW(CI - bl ) 0 

x 2Fl( a, a - C2 + 1, a + b2 - C2 + 1, 

zIt + Z2 ~ l)dt, 
Z2 

Re bl > 0, Re(c1 - hI) > 0, (10) 

The function 
2Fl(a, b, c, x)jr(c) 

is an integral function of C for every regular point8 x 
from which follows that the integral in (II) is an 
analytic function of P2 except possibly at P2 = 0, where 
b2 may be infinite and points P2 for which 

(ZIt + Z2 - 1)/Z2 = 1 +~, O::;:;~, 0::;:; t ::;:; 1, 

or 
P2 = [1/(1 + 2~)][P1(2t - 1) - is]. 

This excludes a triangular domain with corners at 
the points P2 = 0 and P2 = ±PI - is in the P2 plane. 

FIG. 2. Analytic domain of (Pli V Ip;> in 
the P. plane. 

In case the parameter a is ncninteger, the factor 
(-2iP2)-a contributes with a cut along the negative 
imaginary P2 axes. Since we know already that the 
matrix element is analytic when 1m P2 > -s (PI is 
now assumed to be real), except for the cut along the 
negative imaginary P2 axes, we obtain the analytic 
domain in Fig. 2. 

Either function in (6) may be a bound state wave­
function by letting PI or P2 take the values on the 
positive imaginary axes which correspond to the 
eigenvalues of E. 

We next consider the matrix element 

(ptl V Ipt) = Loo e-(s-i1Jl-i1Jl)rra- I'¥(b l , C1 , -2ip1r) 

x ,¥(b2, C2, - 2iP2r) dr. (12) 

This integral exists when Re (a - C1 - C2 + 2) > 0 
and Re (s - ipl - ip2) > O. There is obviously no 
distinction between the variables PI and P2 as far as 
possible singular domains are concerned. The integral 
is uniformly convergent in PI when s + 1m PI > 0 
and since the integrand is an analytic function of P1 
in this domain, cut along the negative imaginary PI 
axes, the integral is analytic in the domain. Analytic 
continuations are obtained by expressing the matrix 
element (12) in terms of an associated Appell function9 

(ptl V Ipt) = (s - iPI - ip2)-a 

X F R(a, bl , b2 , C1 , C2 , Zl' Z2)' 

This function has an integral representation 

FR(a, bl , b2 , C1, C2 , Zl' Z2) 

= r(a) roo roo t~l-tt~l-l(1 + t1)"l-bl-1 
r(b1W(b2) Jo Jo 

x (1 + t2)CI-bl-l(1 + t1zl + t2z2r a dt1 dt2, 

subject to convergence conditions, but may also be 
represented by the series expansion9 

2FI(a - C1 + 1, bl - C1 + 1, a + bl - C1 + n + 1, 1 - Zl) x ~~--~~~~--~~~--~~--~~~--~---= 
r(a + bl - C1 + n + 1) 

X 2FI(a - C2 + 1, b2 - C2 + 1, a + b2 - C2 + n + 1, 1 - Z2). (13) 
r(a + b2 - C2 + n + 1) 

8 Ref. I,p. 68. • P. O. M. Olsson, Ark. Fysik 28, 113 (1964). 
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FIG. 3. Analytic domain of (Pil V Ipt> in 
the PI plane. 

The series is absolutely convergent when 

Re (a - CI - C2 + 2) > 0, 

Zl ~ 0 and Z2 ~ O. As we have seen, the terms are 
analytic functions of PI except on the branch cuts of 
the 2FI functions 

Zl = -~I' 0 ~ ~I' 

Z2 = -~2' 0 ~ ~2' 

and the point PI = 0 for which bi may be infinite. 
This gives the two possible cuts 

PI = (-P2 - is)/(l + ~I)' 
PI = -P2(1 + ~2) - is, 

which are drawn in Fig. 3. 
Since we may write 

(ptl V Ipt> = (-2ip2)-az~ 

X FR(a, bI , b2 , CI , C2' ZI' Z2), 

in case PI is the variable, the matrix element has the 
same branch cuts. 

It is possible to define the F R function with a cut 
along the negative imaginary axes in the PI plane. This 
would agree with the fact that the integrand in (12) 
has a cut there but we prefer to define the F R function 
by (13) with conventional concepts concerning the 
2FI functions. 

There remains now to investigate the matrix element 

(PII V Ip2> = La) e-(B--i%ll-i%lllrra-\FI(bI , CI, -2ipI r) 

X IFI(b2, C2 , -2iP2r) dr. (14) 

The integral exists when Re a > 0 and 

Re (s ± ipl ± ip2) > 0 

and is then an analytic function of PI or P2. Again 
there is no distinction between the variables as long 
as we are interested in possible singular domains only. 
It may be expressed in terms of the Appell functioniO F2 

(PII V Ip2> = r(a)(s - ipi - ip2)-a 

X F2(a, bI , b2 • CI' C2. ZI' Z2), (15) 

10 Bateman Manuscript Project, Table of Integral Transforms, 
A. Erdelyi, Ed. (McGraw-Hill Book Company, Inc., New York, 
1953), Vol. I, p. 224. 

FIG. 4. Analytic domain of (PII V Ipl> in 
the PI or P2 plane. 

defined by the double seriesll 

F2(a, bI , b2 , CI • C2 • ZI, Z2) 

= i (a)m+n(bI )m(b2)nZ ;."z;, IZII + IZ21 < 1. 
m,n=O (C1)m(C2)nm! n! 

Analytic continuations may now conveniently be 
obtained by expressing the matrix element in terms of 
the previously discussed matrix elements (PI I V Ipt>. 
In order to obtain such an expression we replace one 
of the standing wave solutions in (14) by a combina­
tion of incoming and outgoing solutions, using12 

F (b C x) = r(c) eilTbSiP"''f(b C x) 
I 1 " r(c _ b) , , 

+ r(c) e-ilT(C-bISiP",'f(c _ b c -x). 
r(b) , • 

Here sip x means the sign of the imaginary part of 
x. The occurrence of these discontinuous factors are 
due to the many-valuedness of the 'I" function. We 
obtain easily from (14) and (6) 

(PII V Ip2> = r(~(~\2) e-iITblsrp (%lll(PII V Ipt> 

+ ~~:~ eiIT(C2-b2lSrp(%I.l(_PII V I-pt>, (16) 

where srp (P2) means the sign of the real part of P2 . 
We recall that in (PII V Ipt> we have found the branch 
cuts PI = ±(P2 + is)(1 + ~I)' Hence we have in 
(-PIIVI-pt> the cuts PI=±(P2-is)(I+~2)' 
which immediately gives us the analytic domain in 
Fig. 4. 

We may as well, however, consider the matrix 
element as function of P2 without changing the role of 
PI and P2 in (16). As a function of P2. the matrix element 
(PII V Ipt> was cut as in Fig. 2. The second term in 
(16) gives a corresponding cut in the upper half-plane. 
We know. however, that (PI I V 1P2> is analytic in a 
strip 11m P21 < s so that there remains T -shaped cuts 
in the 10weI and upper half-planes as is shown in 
Fig. 5. This is an alternate way of cutting the P planes. 

We next investigate in detail the behavior of the 
various matrix elements at the end points of the 
branch cuts and assume throughout that PI ~ ±p2 

11 Ref. I, p. 224. 
11 Ref. I, p. 259. 
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FIG. 5. An alternate way of cutting the PI 
or PI plane of (PII V Ipo). 

and that Ipll »s. Physically, this assumption corre­
sponds to elastic scattering by long-ranged interactions 
or high-energy scattering with small energy transfers. 
In these cases a direct numerical calculation may be 
prohibitively difficult. Mathematically the assumption 
ensures that the arguments ZI and Z2 of the Appell 
functions are both close to unity (PI ~ P2) or infinity 
(PI ~ - P2). These points are singular points of the 
functions. 

Since all matrix elements encountered here may 
be expressed in terms of F p functions it suffices to 
investigate this function near these points. However, 
the neighborhood of IZll = IZ21 = 00 may be trans­
formed into the neighborhood of ZI = Z2 = I by using 
the result 

(PII V Ipt) = (-PII V Ipt)· 

Expressed by means of the F p function this trans­
formation reads 

F pea, b1 , b2, CI , C2' Zl' Z2) = (1 - Zl)-a 

X F p (a, CI - bl , b2, CI , C2, _Z_l _ , _Z_2 -) . 
Zl - 1 1 - ZI 

It suffices then to investigate the neighborhood of 

PI = P2 + is, which gives Zl = 1, 
Z2 = P2/(P2 + is) ~ 1. 

The analytic continuation of the.F p function to 
this neighborhood has been derived recently,la 

Fp(a, bl , b2, C1 , b2, Zl' Z2) 

= C U(ZI' Z2) + -. --2-dt . [ 
1 iC+iOO u(tz) ] 

27T1 c-ioo t - Zl 
(17) 

Here the constant C is 

C = rea + b2 - C2 + 1)r(a + bl - CI - b2)r(CI) 

r(a)r(bl)r(a - C2 + 1) 

and U(ZI' Z2) a function which can be expressed in 
terms of Appell's hypergeometric function14 Fa 

U(ZI' Z2) = Zfl-ClzZ-bo(1 - ZI)"I-:-bl+ba-a 

X Fs( CI - bl , b2, 1 - bl , b2 - C2 + 1, 

X CI - bl + b
2 

_ a + 1, Zl - 1 , 1 - Zl) , 
Zl Z2 

~: P. o. M. Olsson, Ark. Fysik 29, 459 (1965). 
Ref. I, p. 224. 

which function is defined by the double series 

FaCal , a2, bl , b2, C, Xl' X2) 

= i (al)m(a2Mbl)m(b2)nX;"X~, 
m,n=O (C)m+nm! n! 

IXII < 1, 

IX21 < 1. 

It follows that U(ZI , Z2) is regular in a neighborhood 
of Zl = Z2 = 1 if a cut from Zl = 1 to Zl = + 00 is 
made in order to remove the many valued ness of the 
factor (1 - ZI)CI-bl+b2-a. In general this cut is necessary 
also when C1 - bl + b2 - a is an integer since then 
a term In (l - Zl) appears in the F p function and the 
formula (17) has to be modified. This so-called 
logarithmic case is not considered. It offers, it seems, 
no essential difficulties, and is in many cases best 
dealt with by disregarding it until the final result is 
obtained. We have in mind here perturbation theoret­
ical applications not only to the first order. 

The second function in (17) is, as we see below, 
regular at ZI = Z2 = 1. If there is no Coulomb inter­
action the parameters 'fJl and 'fJ2 are zero and the 
dependence of PI and P2 enters solely in the arguments 
ZI and Z2. Then the right-hand side of (17) is an 
analytic function of PI or P2 except on the cut Zl = 
1 +~, ~ ~ 0 of the factor (I - Zl)"l-b 1+C2-a which 
gives rise to the cuts in Figs. 1 and 4. The situation 
is not altered if the Coulomb interaction is included 
though the energy dependence then enters also via 
the parameters bl and b2 • The rather detailed and 
lengthy discussion that verifies this statement is 
omitted. 

In .order to obtain the explicit behavior of the Fp 
functIOn at Zl ~ Z2 ~ I, we derive a series expansion 
of .the second term in (17). The F p function may be 
wntten 

Fp(a, bl , b2, CI , C2, Zl' Z2) 

= Z;b2 i (b2)n(b2 - C2 + l)n (Z2 - l)n 
n=O (a + b2 - C2 + l)nn! Z2 

X F ( a, bl , a - C2 + 1, Zl ) a 2 , 
CI , a + b2 - C2 + n + 1 

where the aF2 function is defined by the series 

SF2( a,bl,a - c2+ l,zl ) 
CI , a + b2 - C2 + n + 1 

= i (a)m(bl)m(a - C2 + l)mz;" 
m=O (cI)m(a + b2 - C2 + n + l)mm! ' 

(18) 

IZII < 1, 
and its analytic continuation. 

The series (18) can be shown to converge when 
Re Z2 > t for any Zl except possibly Zl = 1, for which 
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value the F p function, as we have seen, may be infinite. 
Replacing the aF2 functions in (18) by their analytic 
continuations to the neighborhood 0[15 Zl = 1, 

aF2( a,b1,a-c2 +1,Zl ) 
C1 , a + b2 - C2 + n + 1 

= FI( a, b1 , a - C2 + 1, Zl ) 
C1 , a + b2 - C2 + n + 1 

+FR( a,b1,a-C2+1,Zl), 
C1, a + b2 - C2 + n + 1 

we obtain two series one of which can be identified 
with the function U(Zl, Z2)' The other series must then 
be an expansion of the integral in (17). 

We have16 

FI( a,b1,a-c2+1,Zl ) 
Cl , a + b2 - C2 + n + 1 

= C' (a + b2 - C2 + l)n 
(cl - bl + b2 - a + l)n 

X z~-b2-01(1 - ZlYl-bl+ba-a e 1 ~ 1 r 
I (Cl + C2 - a - 1)m(b2 + n)m (Zl - l)m 

X m=O(Cl - b1 + b2 - a + n + l)mm! --;:-

X 2Fl(1 - a, 1 - b1, 

C1 - bl + b2 - a + m + n + 1,1 - Zl), 

Re Zl > t. 
For large values of n the sum tends to 

I (Cl + C2 - a - 1)m(b2 + n)m (Zl - l)m 
m=O (C1 - bl + b2 - a + n + l)mm! Zl 

= 2F1(C1 + C2 - a-I, b2 + n, 

C1 - b1 + b2 - a + n + 1, ZI - 1) 
Zl 

= z~l+c.-a-\Fl(CI + C2 - a-I, Cl - b1 - a + 1, 

Cl - b1 + b2 - a + n + 1,1 - ZI), 

Re ZI > t, 
since17 

Hence also 

2Fl(Cl + c2 - a-I, C1 - b1 - a + 1, 
C1 - bl + b2 - a + n + 1, 1 - ZI) 

and we obtain 

FI( a,b1 ,a - c2+ I,ZI ) 
C1 , a + b2 - C2 + n + 1 

~ C (a + b2 - C2 + 1)n 

~ 1 + O(1/n), 

(Cl - bl + b2 - a + l)n 

X z~a-b.-a(1 - ZIYl-blHa-ael Z~ 1)". 
Thus the series 

Z;b2 i (b2Mb2 - C2 + l)n (Z2 - l)n 
n=O (a + b2 - C2 + l)nn! Z2 

XFI( a,bl ,a-C2+1,ZI) 
Cl , a + b2 - C2 + n + 1 

converges for Re ZI > t and Re Z2 > t and conse­
quently the series 

Z;b2 i (b2)n(b2 - C2 + l)n (Z2 - l)n 
n=o(a + b2 - C2 + l)nn! Z2 

X F R( a, bl , a - C2 + 1, ZI ) 

c1 , a + b2 - C2 + n + 1 

converges in the same domain since its terms are the 
differences between the terms of two convergent series. 
In the neighborhood of ZI = Z2 = 1 the first series 
behaves as 

CO - ZI)"1-b1+b2-a, 

and is thus identical with CU(ZI , Z2), since the second 
expansion is regular at the point since F R is regular 
at Zl = 1. We may now write 

F PR(a, b1 , b2, C1 , C2, ZI, Z2) 

C 10+ioo u(t, Z2) =- --dt 
27Ti 0-£00 t - Zl 

= z;ba i (b2Mb2 - C2 + l)n (Z2 - l)n 
n=o(a+b2-c2 +1)nn! Z2 

XFR( a,bl ,a-C2+1,ZI). (19) 
C1 , a + b2 - C2 + n + 1 

For the function FR we have derived various ex­
pansions, e.g.,18 

F R( a, bl , a - c2 + 1, Zl ) = r(cl)r(a + b2 - C2 + n + 1)r(c1 - bl + b2 + a + n) 
Cl' a + b2 - C2 + n + 1 rea - C2 + 1)r(CI + b2 - a + n)r(cl - b1 + b2 + n) 

X I (C l + C2 - a - l)m(b2 + n)m(CI - b1 + b2 - a + n)m 

m=O (Cl + b2 - a + n)m(CI - b1 + b2 + n)mm! 

X 2Fl(a, b1 , a + b1 - Cl - b2 - n - m + 1, 1 - ZI), 

16 P. O. M. Olsson, J. Math. Phys. 7, 702 (1966). 
.. See Ref. 15. 

Re (a - C2 + 1) > 0, Re ZI > t. 
17 O. Perron, Sitz. Ber. Heidelberger Akad. Wiss. 9, 3 (1917). 
18 Ref. 15, p. 704 . 
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This gives 

F ( b b ) _ r(cl)r(a + b2 - c2 + 1)r(c1 - bl + b2 - a) -bs ~ (bs - c2 + l)n(Z2 - l)n 
PR a, I' 2, C1 , C2 , Zl' Z2 - Z2 £. 

r(a - C2 + 1)r(c1 + b2 - a)r(c1 + b2 - bl) n=O n! Z2 

X I (b2)m+ic1 + C2 - a - l)m(c1 - bl + b2 - a)m+n 

m=O (C1 + b2 - a)m+ic1 + b2 - bl)m+nm! 

X 2FI(a, bl , a + bl - C1 - b2 - m - n + 1,1 - Zl), 

Re (a - C2 + 1) > 0, Re Zl > I, Re Z2 > I· 
Putting m + n = N and summing over Nand n we obtain 

F ( b b ) _ r(cl)r(a + b2 - C2 + 1)r(c1 - bl + b2 - a) -bs ~(b2 - C2 + l)n(Z2 - l)n 
PR a, I, 2, CI' C2 , Zl' Z2 - Z2 £. 

r(a - C2 + 1)r(c1 + b2 - a)r(c1 + b2 - bl) n=O n! Z2 

X .! (b2)~CI - bl + b2 - a)~CI + C2 - a - I)N-i -NM _1)n 

m=O (C1 + b2 - a)N(CI + b2 - bl)NN! 

X 2FI(a, bl , a + bl - C1 - b2 - N + 1,1 - Zl) 

= r(cl)r(a + b2 - C2 + 1)r(c1 - bl + b2 - a) Z;bs .! (b2)~CI - bl + b2 - a)~cI + C2 - a - 1)N 

r(a - C2 + 1)r(c1 + b2 - a)r(c1 + b2 - bl) N=O (c1 + b2 - a)~cI + b2 - bl)NN! 

X 2FI(a, bl , a + bl - C
1 

- b2 - N + 1,1 _ Zl).! (-N)n(b2 - C2 + l)n (Z2 - l)n. 
n=O (a - C1 - C2 - N + 2)nn! Z2 

The last sum is the hypergeometric function 

2FI[-N, b2 - C2 + 1, a - C1 - C2 - N + 2, 

(Z2 - 1)/z2]. 
Noting that 

we finally obtain the single series 

= 
r(CI)r(a + b2 - C2 + 1)r(c1 - bl + b2 - a) 

r(a - C2 + 1)r(c1 + b2 - a)r(c1 + b2 - bl ) 

-bl ~ (b2)n(CI - bl + b2 - a)n 
X Z2 £. 

n=O (c1 + b2 - bl)nn! 

X 2FI(a, bl , a + bl - CI - b2 - n + 1, 1 - Zl) 

X 2FI( -n, b2 - C2 + 1, C1 + b2 - a, :J, 
Re (a - C2 + 1) > 0, Re Zl > I, Re Z2 > I. 

(20) 

Since the function is regular at Zl = Z2 = 1, it may 
be expanded in a power series. Various power series 
expansions of the F R function in (19), such asl9 

F R( a, bl, a - C2 + 1, Zl ) 

C1 , a + b2 - C2 + n + 1 

= Zlb1 I (bl)m(ZI - l)m 
m=O m! Zl 

X 3 2 , F (
a, bl + m, a - C2 + 1, 1) 
c1 , a + b2 - C2 + n + 1 

may be used to accomplish this. We immediately ob­
tain, using (19), 

(21) 

In general, however, the single series (20) can be 
expected to be more convenient than the double series 
(21) in numerical applications. Its terms are simpler 

11 Ref. 1 S, p. 70S. 
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to compute and are connected by simpler recursion 
relations. 

Series containing products of 2Fl functions in its 
terms exist for most Appell and associated Appell 
functions and seem, in fact, to be one of the best ways 
of representing them particularly from a numerical 
point of view. 

We give an expansion of this type for the F p 

function: 
r(a + b2 - C2 + 1)r(c1) F p(a, b1, b2,C1, C2, Zl' Z2) = ---''-----=----=---'-..:....=: 

r(b2 + c1)r(a - C2 + 1) 

-ba ~ (b2Mcl + b2 - a)n 
X Z2 k 

n=O (b2 + cI)nn! 

X 2Fl(a, b1, b2 + C1 + n, ZI) 

X 2Fl(-n, b2 - C2 + 1, C1 + b2 - a, ;j. (22) 

The series is absolutely convergent when 

Re (a - C2 + 1) > 0 
and Re Z2 > t for all values of Zl which can be verified 
by means of estimates of the 2F) functions for large 
values of n.20 For ZI = 1, however, a finite number 
of terms at the beginning of the series may be infinite, 
since2I 

2FI(a, bI , b2 + CI + n, ZI) 

r(b2 + CI + n)r(cl - b1 + b2 - a + n) 
= 

r(b2 + Cl - a + n)r(c1 - b1 + b2 + n) 

10 See Ref. 17. 
11 Ref. 1, p. 108. 

X 2Fl(a, b1, a + bi - C1 - b2 - n + 1, 1 - Zl) 

+ r(b2 + C1 + n)r(a + b1 - C1 - b2 - n) 
r(a)r(b1) 

X (1 - Zl)"1-b1+b.-a+n 

X 2Fl(b2 + C1 - a + n, b2 + C1 - b1 + n, 

e1 - b1 + b2 - a + n + 1,1 - ZI)' 

where again we encounter the singular factor 
(1 - ZI)"1-b1+b.-a. The proof of (22) is easily established 
by inserting the above expression in (22) which is an 
elementary way of deriving (17) in its explicit form. 
The knowledge of the 3F2 function previously used in 
deriving it is no longer needed. 

With this result we think that our investigation of 
the matrix elements considered here is fairly complete. 

As far as we are aware, the singularities of the matrix 
elements have never been given explicitly though 
there has been a considerable amount of investigation 
in the field. For a selection of more recent investiga­
tions we refer the reader to a paper by Reynolds, 
Onley, and Biedenharn,22 published when this work 
was at an early stage. These authors derive (pi ,l-L Ip) 
which is essentiaIIy the AppelJ function F2 of unit 
arguments. 
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Evaluation of a Partial-Wave Unitarity Integral* 

JAMES DILLEY 
Department of Physics, Ohio University, Athens, Ohio 

(Received 4 August 1966) 

The integral f~p(s)f(s) ds, where p(s) = (l/s)[(s - s+)(s - s-)]!, 0 ~ s_ < s+, is evaluated for an 
arbitrary function f(s) which is meromorphic in the complex s plane and has the behavior at infinity 
Is1+1(s)1 ~ O. Some applications to the N/ D method of elementary particle physics are discussed. 

181-"" 

I N the relativistic scattering theory of spinless 
particles, there arises integrals of the type 

I = ('" p(s)f(s) ds, (1) 
J8+ 

where 
p(s) = (1Is)[{s - s+)(s - s_)]i, (2) 

and m1, m2 are the masses of the particles. It is our 

purpose here to evaluate (1) for an arbitrary function 
/(s) which is meromorphic in the complex s plane 
with the behavior at infinity 

ISl~f(s)1 ~ O. (4) 

In Eq. (2), pes) is positive for s > s+, and can be 
analytically continued in s with cuts on the real axis 
- 00 < s S s_, s+ S s < + 00. Taking the phases 
as indicated in Fig. 1, we have 

(l/s)(p+p_)ieii(<I>++<I>-), (5) 

s + i€ s - i€ I1p := pes + i€) - pes - i€) 

2Ip(s)1 
value of < < 

{ 

s > s+ +lp(s)1 -lp(s)1 

pes) s_ s s+ +i Ip(s)1 +i Ip(s}1 o 
s < s_ -lp(s)1 +lp(s)1 -2Ip(s)l. 

For s < s_, we have ignored the lis factor which 
changes sign for s < O. 

Now suppose that we have a function F{s), suitably 
bounded at infinity, which has only the left-hand cut 
of pes), and the same discontinuity, i.e., 
I1F(s) := F(s + i€) - F(s - i€) 

= I1p(s) = -2Ip(s}1 (6) 

so that pes) - F(s) has only the right-hand cut of p. 
Then, integrating around the contour shown in 

Fig. 2, and discarding the terms on the semicircles, 

f[p(S) - F{s)]f(s) ds 

= ('" [p(s + i€) - F(s)]f(s) ds 
J.+ -1'" [pes - i€) - F(s)]f(s) ds 

8+ 
=100 I1p(s)f(s) ds 

'+ 

= 21 00 

p(s)f(s) ds, 
.+ 

(7) 

which is the desired integral. We may therefore 
evaluate (1) by means of the Cauchy theorem 

1"" p(s)f(s) ds = 'TI'i Z residues ([pes) - F(s»)f(s)}, 
'+ (8) 
* Supported by U.S. Air Force Grant AF-AFOSR-\98-67 and the 

Ohio University Fund. 

where the sum is over the residues of the poles of 
/(s) and the pole of [pes) - F(s)] at s = O. 

It is shown in Appendix A that the function 

F(s) = - (1/'TI'i)p(s) In g(s), (9) 

where 

pes) = (1ls)[(s - s_)(s - s+»)i, (10) 

g(s) _ (s - L)t - (s - s+)i (11) 

- (s, s_)i + (s - s+)i 

satisfy the necessary conditions. It should be noted, 
as indicated in Appendix A, that pes) and pes) are not 
identical, since their branch cuts are taken in different 
ways. The function pes) - F{s) has a simple pole at 

s 

FIG. 1. Singularities of pes). 

2022 
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FIG. 2. Contour for evaluating Eq. (I). 

S = 0 whose residue is 

lim s[p(S + iE) - F(s + iE)] 
.->0 

We have, then, assuming thatf(s) has simple poles, 

roo p(s)f(s) ds = _ [(s+L)lln S+: - s_ ~ 
Js+ s+ + s} J 

x f(O) + 7Ti I P;[p(S;) - F(Sj)]' (13) 
j 

where Sj are the positions of the poles of f(s) and pj 
the residues. For the equal-mass case ml = m2, 
L = 0, and the first term on the right disappears. In 
this case, pes) = [(s - 4m2)js]! and there is no pole 
in pes). 

The form of the other contributions from the poles 
of f(s) depends upon the location of s;. We write 
down several cases of particular interest.. 

1. s; > s+ [on top of the cut of pes)] 

Then g(s;), p(Sj) and p(Sj) are all real and positive, 

(14) 

2. s_ < Sj < s+. 

In this case, p(Sj) is positive imaginary and F(sj) has 
the form indicated in (All), 

() F() 
_ . [(s+ - s;)(s; - S )]! 

p s; - Sj - I 
s; 

[
1 + 1 (s; - s_)! - (SI - s+)!J 

X ~ arg (Sj _ s_)l + (s; _ s+)l' (15) 

3. Sj < s_ 

Both pes) and F(s) have branch cuts in this region, 
but pes) - F(s) does not, so that there is no difficulty. 
If we look at s; + iE we see that p(s) is negative imd 
F(s) has the form indicated in (AI2), 

() F() 
_ - [(s+ - s;)(s_ - s;)]! 

p S; - Sj-
Sj 

_ 1. [(s+ - s;)(s - s;)]l 

7Ti S; 

[ I 
(s+ - si - (s_ - si . ] 

X n 1 1 - 17T 
(s+ - Sj) + (L - Sj) 

1 [(s+ - s;)(s_ - Sj)]l 
=--

7Ti Sj 

I (s+ - si - (L - si 
X n 1 l' (16) 

(s+ - Sj) + (L - S;) 

It should be noted that (15) and (16) can also be 
obtained directly from (14) by analytic continuation, 
and that (14) can actually be continued to arbitrary 
complex Sj. 

We close by discussing some applications in the 
N/D method for spinless particles. Here, the scattering 
amplitude AI(s) is written as AI(s) = NI(s)/ DI(s), 
where DI(s) has only the unitarity cut (ml + m2)2 ~ 
s < 00 of AI(s), and NI(s) has the unphysical cuts 
L of AI(s).l Then, neglecting inelastic effects, the 
equations for NI(s) and DI(s) can be written as 

Nz(s) =..! r ds' DI(s') 1m AI(s') , (17) 
7T JL S' - S 

DI(s) = 1 -..! roo 2 ds' p~s')Nz(s') . (18) 
7T J(ml+m.) S - S 

We have taken the subtraction of DI(s) at infinity 
for simplicity, but this restriction is in no way essential. 

A. Effective Range Formulas2 

The essential approximation is to replace the 
unphysical cuts of A,(s) by poles, or 

1m AI(s) = 7T I oci 6(s + a~), (19) 
i 

Then 

Dz(s) = 1 + I Ai.!.foo ds'p(s'). 
i 7T (ml+m.)· (S' - s)(s' + aD (22) 

1 G. F. Chew and S. Mandelstam, Phys. Rev. 119, 467 (1960). 
I L. A. P. Balazs, Phys. Rev. 128, 1939 (1962). 
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The integrals can be evaluated for all S and a~ by 
the above methods, At being determined by setting 
S = -a~. The model is then exactly soluble, AI(s) 
being given in terms of the input parameters IXt, a~. 

We write down the integral for real a~ > 0 and 
s> (rnl + rna)a, 

f'" ds' pes') 

1<ml+mll· (s' - S)(S' + a~) 
(s+L)ll S+l_ s_l 1 { [(s+ + a~)(L + a~]l 

=--2- n 1 1+--2 - 2 
sa; s+ + s_ s + at at 

1 
(s+ + a~l - (s_ + a~)l + [(s - s+)(s - L)]l 

X n 2\1 21 
(s+ + aj) + (s+ + at) s 

1 
(s - s_)l_ (s - s+)l + [(s - s+)(s - L)Jl .} 

X n 7T1 , 
(s - s_) 1 + (s - s+)l s 

(23) 

with other cases being obtainable by analytic con­
tinuation. 

B. Pagels's Approximation3 

Pagels has given an approximate solution for the 
NI D equations, completely soluble algebraically for 
arbitrary input. The essential approximation is that 
on the unphysical cuts of AI(s), the function 

- G(s) =-Ill'" ds' pes') 
S 7T (ml+m.l' (S,)2(S' - s) 

(24) 

can be approximated by poles on the real axis, 
aJ > (rnl + rn2)2, 

1 ~ c; 
- G(s) = .(.. -- . (25) 
s ; s - a; 

In evaluating (24), there is the slight complication of 
having the double pole at s' = 0 coincide with the 
simple pole of [pes) - F(s)] at the same point. We 
can then write for s < (rnl - rn2)2 

! G(s) = _ [(s+ - S)(L - s)]l 
S S3 

I H. Pagels, Phys. Rev. 140, BI599 (1965). 

C. Integral Equation for DI(s) 

If one substitutes (17) into (18), then an integral 
equation for DI(s) is obtained, 

DI(s) = 1 +.! f ds" D/(s") 1m Az{s")'! 
7TJL 7T 

l'" ds'p{s') 
X . 

(ml+mll. (s' - s){s' - s") 
(27) 

The integral has exactly the same form as (23), 

Again, this particular form has been written for 
real s" < (rnl - rn2)2, s > (rnl + rna)2, other cases 
being obtainable by continuation. 

D. Inelasticity 

One method of treating inelastic effects phenom­
enologically is to introduce a function RI(s) = u 
total/u elastic into (18) so that it becomes' 

Then all of the integrals considered here can be 
formally evaluated in the same manner if one assumes 
that RI(s') can be analytically continued into the 
entire s' plane. We have no idea what such a procedure 
might mean and merely want to point out that the 
possibility exists. 

APPENDIX A 

Consider the function 

where 
F(s) = -(l/7Ti)p(s) In g(s), (AI) 

pes) = ! [(s - s_)(s - s+)]l, (A2) 
s 

• M. Froissart, Nuovo Cimento 21,191 (1961). 
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s 

___ - _ "---' _____ --.J 

s- c.uTS o~ P(s.) S+ 

FIG. 3. Singularities of p(s). 

We take the cut of peS) on the real axis s_ < s < s+ 
with the phase as shown in Fig. 3, 

s + ie s - ie 

( 

s > s+ I p(s) I 
pes) s_ < s < s+ i Ip(s)1 

s < s_ -lp(s)1 

Ip(s)1 

-i I p(s) I 
Ip(s)l, 

(A4) 

where we have used pes) = (p+p_)tei/2(~+H_). Asin the 
case of pes), the last line does not include the change 
of sign due to lis for s < O. 

The function g(s) also has branch points at s± and 
the cuts are taken to the left on the real axis. However, 
we need to keep track of the phase of g(s) because of 
the logarithm, Writing 

p le1i.- _ p lii~+ . 
g(s) = -t h \ h/> = /gl e'~, (AS) 

p_ e ' - + p+ e ' + 

it is seen that the phase is given by 

s + ie 

o 
s - ie 

o 
-71' < cp < 0 0 < cp < 71' 

71'. 

In particular, for s_ < s < s+ it is seen that g(s) has 
the special properties 

arg'g(s + ie) = -argg(s - ie), (A7) 

Igl = 1. (AS) 

Finally, there are logarithmic branch points where 
g(s) = 0 and g(s) = 00. The first of these is as s = 00. 

The second comes from the vanishing of 

[(s - s+)t + (s - s_)t], 

and is reached by passing through one of the square­
root branch cuts to the second Riemann sheet and 
going to s = 00. We can therefore take this logarithmic 
cut - 00 < s < s+ so that, writing 

In g(s) = In Ig(s)1 + i arg g(s), (A9) 
we have 

s+ie s-ie 

In /g(s)\ 

i arg g(s+ie) 

In Ig(s)\-i7T 

In \g(s)\ 

-i argg(s+ie) 

In Ig(s)l+i7T. 

(AlO) 

It then follows from (A4) and (AlO) that for 
s_ < s < s+, 

6.F(s) == F(s + ie) - F(s - ie) 

= -(7Ti)-1{[ilp(s)l1[iargg(s + ie)] 

- [-i Ip(s)11[ -i arg g(s + ie)]} 

= 0, (All) 

and for s < s, 
6.F(s) = -(7Ti)-1{-\p(S)\ [In \g(s) I - i7T] 

+ \ p(s) \ [In \g(s)\ + i7l']} 
= -2\p(s)1 (AI 2) 

(A6) so that F(s) is the required function. 
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Upper Bounds on Holomorphy Envelopes for Wightman Functions 
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As a consequence of Lorentz invariance, reasonable mass spectrum and local commutativity, the holo­
morphy envelopes H(6{:) for the analytic functions arising from vacuum expectation values of products 
of n field operators are related in such a way that H(5p ) furnishes upper bounds (in the coordinates) 
for all H(5N ) with N > n. " 

1. INTRODUCTION 

I N recent years, it has been found instructive to 
study some of the problems of relativistic quantum 

field theory in a general manner. Useful tools for 
such investigations have been the analytic functions, 
namely the Wightman functions, which have vacuum 
expectation values of field operators as their boundary 
values.I.2 It is known that a quantum theory of fields 
can be reformulated in terms of a denumerable set of 
such analytic functions. 3•4 One would thus like to 
know the nature of the holomorphy domains for 
these functions. To date they have proved to be very 
difficult to determine.5•6 We show in this note that 
one can make a general description, of how the 
holomorphy envelopes for functions of different 
orders are related. 7 It is hoped that this description 
will help towards solving problems of analytic com­
pletion. At the same time, this will set up a connection 
between such questions that are of interest to the 
physicist and the classical theory of several complex 
variables.8 •9 

The physical assumptions used are Lorentz invari­
ance, reasonable mass spectrum, and local commuta­
tivity, but not the positive definiteness condition. 

Section 2 summarizes the known facts that we 
require about Wightman functions. Section 3 deals 
with upper bounds for permuted extended "tubes." 
The discussion of domains over c;m begun in Sec. 4 
is continued in the Appendix. Upper bounds for 

1 R. F. Streater and A. S. Wightman, peT Spin and Statistics and 
All That (W. A. Benjamin, Inc., New York, 1964), and further 
references there. 

I R. Jost, The General Theory of Quantized Fields (Am. Math. 
Soc., 1965), and further references there. 

3 A. S. Wightman, Phys. Rev. 101, 860 (1956). 
4 This reconstruction theorem can be extended to cover arbitrary 

spinor fields-A. S. Wightman (unpublished). 
• The simplest nontrivial one is known, Ref. 6. 
8 G. Klillen and A. S. Wightman, Mat. Fys. Skr. Dan. Vid. Selsk. 

1, No.6 (1958). 
7 A. C. Manoharan, Bull. Am. Phys. Soc. 12, No. I, 116 (1967). 
8 H. Behnke and P. Thullen, -Theorie der Functionen Mehrerer 

Koml!lexer Veriinderlichen (Julius Springer-Verlag, Berlin, 1934), 
(reprmted by Chelsea). 

I A. S.Wightman, in DisperSion Relations and Elementary Particles 
(John Wiley & Sons, Inc., New York, 1960), p. 229. 

holomorphy envelopes are obtained in Sec. 5 and 
discussed in Sec. 6. 

2. PRELIMINARIES 

Our interest begins with the vacuum expectation 
values 

'ill,,(XI , X2, ... x,,) = (01 CPI(XI) •.• cp,,(x,,) 10) 

of the products of n field operators transforming 
according to irreducible representations of the in­
homogeneous SL(2, C) group. (This is referred to 
as inhomogeneous Lorentz invariance.) N points in 
(3 + 1) dimensional spacetime are shown as Xl, ••. 

X". By the condition of a reasonable mass spectrum, 
which means it lies inside the closed forward light 
cone V+, these distributions 'ill" are boundary values 
of functions W,,(ZI"" z,,), holomorphic in the do­
main 

6,,(ZI' ... z,,) 

= {(Zl' ... z,,) I -1m (Zi - ZHI) E V+, 

i = 1, ... n - I}. (2.1) 
We notice that 

6,,(ZI + a, ... Z" + a) = 6,,(ZI' ... z,,) 

for all complex translations a. As a consequence of 
Lorentz invariance, W,,(ZI"" z,,) has a single 
valued continuationl. lO into a larger (extended) 
domain 

where 

6~(ZI' ... zn) = U A6,,(ZI"" zn) 
A"C+(C) 

(2.2) 

A6,.{Zlo ... zn) = {(z{, ... z~) I z; = Azi , 

i = 1 ... n (z .,. Z ) E c: } , , 1, n ~n 

and C+(C) is the identity component of the complex 
~orentz group, i.e., A is any 4 x 4 matrix satisfying 
AgA = g, det A = 1, where g = diag (1, -1, -1, 
-1). Thus 6~ is invariant both under complex 

10 D. Hall and A. S. Wightman, Kgl. Danske Videnskab. Selskab, 
Mat. fys. Medd. 31, No.5 (1957). 

2026 
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Lorentz transformations as well as complex trans­
lations. As a consequence of local commutativity, 
W,,(Zl' ... z,,) has a single-valued analytic continua­
tionll •12 into the union of permuted extended domains 

where 

S; = U (as:), 
ae:J' .. 

S; = S;(Zl'" . z,,), 

aS~(zl' .•. z,,) = S~(za(1), ... za(,,) 

and a denotes a permutation of the group ~" on n 
symbols. S; is schlicht. 

If n > 2, S; is not a natural domain of holo­
morphy and every function holomorphic in S; is also 
holomorphic in a larger domain. One wishes to deter­
mine the largest domain into which all functions 
holomorphic in S; may be analytically continued. 
This is the holomorphy envelope H(S;) of S~. We 
refer to H(S;) as the holomorphy envelope for the 
n point function. 

3. UPPER BOUNDS FOR UNIONS OF 
PERMUTED EXTENDED DOMAINS 

Let us use the abbreviations 

C4r = C4r(z '" Z ) SP = SP (z ... Z ) 1 , r , n-r n-r r+l' n , 

and let X denote the topological product. Thus, C4r 
is the space of 4r complex variables Zl, ... Zr' 

Lemma 1: 

S; c (as!'_r) x (aC4r), all a E ~'" 

o < r < n. (3.1) 

Proof: We pick out r indices p(1), ... per), in order, 
from the set (1,2, ... n) and let the remaining in­
dices, in order, be denoted per + 1), ... pen). Then 
from the definition (2.1) of the domain S", we see 
from the convexity of V+ that 

S,,(Zl' .•. z,,) c S,,-r(zp(r+l) ' ... zp(,,) 

X C4r(zp(l)' ... zp(r)' (3.2) 
because, 

-1m (ZI - ZI+l) E V+,j = 1,'" n - 1 

=> -1m (zpw - Zp(Hl) E V+ ,j = r + 1, ... n - 1. 

Statement (3.2) may also be written as 

S" C (pS,,-r) x (pC4r). (3.2) 

Next, from the definition (2.2) of the extended 

11 D. Ruelle, see Ref. 2, p. ISO. 
11 Y. Tomozawa, J. Math. Phys. 4, 1240 (1963). 

domain S: and from (3.2), we have 

S~ c U A[(pS,,-r) x (pC4~] 
Ael:+(O) 

= U [(ApSn-r) x (pC4~] 
Ael:+W) 

= ( U ApSn-r) x (pC~ 
Ael:+(O) 

= (pS~-r) X (pC~ 
or 

(3.3) 

Let 12" denote the set of permutations of (1, ... n) 
such that per + 1), ... pen) remain in the same order 
but p(l), ... per) are placed between or outside them 
in all possible ways. Then from (3.3), 

U (TS~) C (pS~_r) X (pC4~. (3.4) 
Tea .. 

Let :R" denote the set of permutations of (1, ... n). 
such that the positions of only per + 1), ... pen) in 
(1, ... n) are permuted among themselves. Then, 

U U VtTS~) C U [VtpS~-r) X (pC4r)]. (3.5) 
l'e.:R" Tea.. pe.:R .. 

Since :Rn 12" = ~n' we can write (3.5) as 

S!, c (pS!'-r) x (pC4~. (3.6) 

This is true for all p. But disordering the indices 
p(I), ... per) and/or the indices per + 1), ... pen) 
does not change the right-hand side of (3.6). The 
result (3.1) follows from this. 

We also have 

Corollary: 

S; c n (as!'-r) X (aC4r). 
aell' .. 

(3.7) 

4. DOMAINS OVER C m 

We are concerned in the following with a certain 
generalization8.9.lS to several complex variables of the 
concept of a Riemann surface for one complex vari­
able. This will be within the framework of the classical 
theory of several complex variables. We shall con­
sider a many sheeted object called a domain over cm 
whic~ does not include ramification points, whether 
uniformizable or not. Our restriction here to such a 
concept of a Riemann surface appears to be justified 
for the following reason. We deal in this note with 
Wightman functions having the original Lorentz 
vector variables as arguments and so begin with 
schlicht domains in cm without ramification points 
and consider analytic continuations from such do­
mains. To answer certain types of questions one 

18 B. A. Fuks, Introduction to the Thf!'Ory of Analytic Functions of 
Several Complex Variables, Am. Math. Soc. trans!. (1963), Chap. II. 
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makes a holomorphic mapping from this space to the 
space of invariants, and one has to consider1o •14 a 
more refined notion of analyticity on an algebraic 
variety in place of analyticity on a manifold. By not 
going over to invariant space, and working in the 
flat space of vectors, we avoid at least some of these 
complications. A brief summary of definitions needed, 
regarding domains over em, is given in the Appendix, 
which is a continuation of this section but may be 
skipped by the reader who is familiar with the notation 
used in Sec. 5. 

5. UPPER BOUNDS FOR 
HOLOMORPHY ENVELOPES 

As a consequence of the definition of H(,]) , we have: 

Lemma 2:13 If '])1' '])2 are domains over ([:m and 
'])1 < '])2' then 

(5.1) 

This is because the functions holomorphic in '])2 are 
also holomorphic in '])1' but not necessarily vice versa. 

Lemma 3:15•16 Let']) = '])(ZI' ... zz) be a domain 
over ([:z, and E = &(Wl' ... wm) be a domain over 
em. Then 

H(,]) x &) < H(,]) x H(&). (5.2) 

Proo/" If S is the set of functions fez, w) holomor­
phic in ']) X &, then 

H(,]) x &) = n (']) x &)/. (5.3) 
/ES 

Let SI be the set offunctions !1(Z, w) holomorphic in 
']) X & which are such that!l(z, w) = g(z)h(w) where 
g(z) has domain of holomorphy H(,]) and hew) has 
domain ofholomorphy H(&). Then!l(z, w) cannot be 
analytically continued into a domain> H(,]) X H(&). 
Thus, 

n (']) X &)/1 < H(,]) X H(&). (5.4) 
/lES1 

On the other hand SI c S, and so we have 

n (']) X &)/ < n (']) X &)h' (5.5) 
/ES t1ES1 

Combining statements (5.3), (5.4), and (5.5), we get 
the result (5.2). 

Remark: By using Hartog's fundamental theorem 
on simultaneous holomorphy in several complex 
variables, one may show that13 in fact 

H(,]) x &) = H(,]) X H(&). 

14 K. Hepp, Helv. Phys. Acta 36, 355 (1963); Math. Ann. 152, 
149 (1963). 

15 See Ref. 13. The definition of the topological product of domains 
over ([;', ([;m is also given here. 

16 F. Sommer and J. Mehring, Math. Ann. 131, I (1956). 

Theorem: 

H[6~(ZI' ... zn)] 

< n {H[6~-r(z"{r+l)' ... Z,,{n»] X 
aE~n 

([:4r(z,,{I) , ... Z,,{r»}' 

o < r < n, relative to H(6~). (5.6) 

Proo/" From Lemma 1 and Lemma 2, we have 

H(6~) < H[(a6~_r) x (a([:4')] all aE:J'n' (5.7) 

Using Lemma 3 we obtain 

H(6~) < H( a6~_r) X (a([:4') all a E :J' n (5.8) 

and thus 

H(6~) < n {H(a6~_r) X (a([:4r)}, 
"E:fn relative to H(6;:), 

which is (5.6). Although the intersection is relative 
to H(6!:) , it is not necessary to know the latter to 
construct the intersection. Any point of 6; is sufficient 
to do this. 

6. DISCUSSION 

If it turns out that the holomorphy envelopes in­
volved are schlicht, then we can replace the < by the 
set theoretic inclusion c in (5.6). 

In general, the projection (the image under the 
covering map) of the left-hand side of (5.6) must 
be contained in that of the right-hand side. For 
example, putting r = n - 3, the right-hand side is 
the intersection of permuted cylinders whose bases 
are the known6

•17 three-point function holomorphy 
envelopes in the appropriate variables. Thus, we 
have upper bounds, in the coordinates, for the 
holomorphy envelope of the n > 3 point function in 
terms of that of the three-point function. This is true 
within the so-called "linear program" i.e., before 
applying the positive definiteness condition in Hilbert 
space. 
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APPENDIX 
Domains Over ([:m (Continued) 

A detailed treatment of the theory is available 
elsewhere.B•9 •13 We only give a brief summary of the 
ideas. A domain']) over ([:m consists of a connected 

17 D. RueIle; Helv. Phys. Acta. 34, 587 (1961). 
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Hausdorff topological space which is locally homeo­
morphic to an open subset of em. One pictures 2) 

as lying above its projection ~ into em. The projection 
f of a point P of 2) furnishes coordinates for that 
point. It is possible that several points of 2) project 
into the same point f of~. If the projection map is a 
global homeomorphism, then 2) is a schlicht domain 
(single sheeted). If 2)1' 2)2 are two domains over em 
and 2)1 can be mapped continuously into a subset of 
2)2 so that corresponding points have the same 
coordinates, we say 2)1 lies inside (liegt im innern) 2)2 
and write 2)1 < 2)2' Although 2)1 < 2)2, it is possible 
that 2)1 is more ramified (has more sheets) than 2)2' 

For schlicht domains 2)1 < 2)2 means the same as 
2)1 c 2)2' 

Suppose ~ is a domain over em, such that ~ < 2)" 

for each of a set {2),,} of domains over em. Then, if 
P is a point of~, the projection preserving continuous 
map in the definition of < gives an image point PIX 
in each domain 2)". If & < 2)", then there is associ­
ated, due to <, an image subdomain &" of 2)". One 
defines the intersection & = n 2)" of the domains 
{2),,} relative to ~ as follows8 •9 : 

(a) & < 2)", each IX, 

(b) P" E &", and 

JOURNAL OF MATHEMATICAL PHYSICS 

(c) every domain &' satisfying (a) and (b) satisfies 
&' < &. 
It can be shown that & is a domain over oom and that 
it does not depend on the choice of p,8.9 provided 
PE~. 

Given a (single valued) holomorphic function f' 
in a domain 2)', suppose there is a domain 2) > 2)' 

and a function f holomorphic in 2) such that f = f' 
for corresponding points of the domains. Then f is 
an analytic continuation of f' from 2)' into (the 
"larger" domain) 2). Considering the development 
of the holomorphic functional germs of f', one ob­
tains f, and in the process 2) is generated with ade­
quate ramification to have f single valued in it. If 2) 

is such that f cannot be analytically continued into 
a domain & > 2), then 2) is the holomorphy domain 
2)f for the function! 

Given a domain 2), we define the holomorphy 
envelope H(2) of 2) by H(2) = n/E8 2)f' relative 
to 2), where the intersection is taken over the set S 
of all functions holomorphic in 2). We remark that 
although 2) may be schlicht (as we have for 6~), its 
holomorphy envelope H(2) may not be schlicht. 
This explains why we have gone into the consideration 
of domains over em. 
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A new and simple method of finding an invariant J of a nearly periodic dynamical system is presented. 
The Hamiltonian is written as H = Pl + "o'(qiPi), where 0, is periodic in ql and " « 1. The first four 
terms of the invariant series are found explicitly in terms of 0, using Poisson bracket and averaging 
operators. This invariant is related to the adiabatic invariant and to various constants of motion discussed 
in celestial mechanics, such as Whittaker's adelphic integral. J is shown to be an asymptotic constant by 
using the rigorous methods of Kruskal to calculate the adiabatic invariant K; it is found that KIT = 
H - £1, where T is the period in ql' The adelphic integral has different functional forms depending on 
the presence of resonant denominators, but is shown to be always a function of Hand J. The present 
method provides a single functional form which is applicable even when 0, is only almost periodic in ql' 
It is also much simpler than the methods of adiabatic invariant theory. 

1. INTRODUCTION 

THIS paper is primarily concerned with dynamical 
systems that are nearly periodic in the following 

sense. The Hamiltonian of the system is time inde­
pendent and also a function of a small parameter E. 

When E = 0, all motions of the system execute closed 
orbits in phase space but for small values of E the 
orbits are no longer exactly closed and slowly drift. 

One can show (see Sec. 2) that the Hamiltonian for 
such systems can be reduced to the form 

(1.1) 

where (qi;Pi) are some set of canonical coordinates 
and n is a periodic function of q1' There is also a range 
of problems where n is only an almost-periodic 
function of q1 . Many of the results with n periodic can 
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be extended to the almost-periodic case and so this 
class of motions will also be considered. 

Being time-independent, the Hamiltonian itself is 
one constant of the motion, but unless it exhibits 
some other symmetry, like possessing an ignorable 
coordinate, there are no other obvious constants. 
However, it is possible to find another integral of the 
motion, expressed as a power series in E. associated 
with the fact that the system is nearly periodic. It is 
with this invariant that the paper is mainly concerned. 

Invariants of this type have been discussed previously 
but in two quite different contexts, celestial mechanics 
and plasma physics. In celestial mechanics various 
authorsH1 have studied the motion of a particle near a 
point of equilibrium and looked for another constant 
of the motion different from the Hamiltonian. For 
example, Whittaker8 obtains an invariant that he 
calls an adelphic integral CP. He solves Liouville's 
equation and finds cP as a series of terms of decreasing 
order of magnitude. In his method several difficulties 
arise. He encounters the problem of small or vanishing 
denominators which entails using different techniques 
in a variety of special cases. As a result the adelphic 
integral has not one but several different analytical 
forms. Another drawback is that these methods do 
not allow any conclusion to be reached about the 
nature of the series, whether for example it is con­
vergent or asymptotic. Applications of this invariant 
have been found in the three-body problem and the 
problem of the third integral of galactic motion. 

In plasma physics the problem of particle contain­
ment has led to detailed study of adiabatic invariants. 
Originally they were regarded as quantities that 
remained virtually constant as the parameters of the 
system varied slowly in time. A more general invariant 
is obtained when the parameters are allowed to vary 
slowly in both space and time and a detailed discussion 
of this case has been given by KruskaI. 7 The invariant 
is found as an action integral and is evaluated as a 
series of terms which is shown to be an asymptotic 
series. Examples of the invariant are the three 
invariants of a charged particle in a magnetic field and 
the magnetic surfaces generated by nearly periodic 
magnetic field lines. Other examples arise in the 
motion of artificial satellites. 

1 G. D. Birkhoff, Dynamical Systems (Am. Math. Soc., New 
York, 1927), 

t J. M. Cherry,Proc. Cambridge Phil. Soc. 22, 325 and 510 (1924). 
a G. Contopoulos, Z. Astrophys. 49, 273 (1960). 
• G. Contopoulos, Astron. J. 68, 763 (1963). 
6 G. Contopoulos and M. Moutsoulas, Astron. J. 70, 817 (1965). 
• E. T. Whittaker, Analytical Dynamics of Particles and Rigid 

Bodies (Cambridge University Press, Cambridge, England, 1937), 
4th Ed. 

f M. Kruskal, J. Math. Phys. 3, 806 (1962). 

It is not immediately apparent and does not seem 
to have been remarked in the literature that the 
invariants obtained in these two situations are 
equivalent. The correspondence is most easily seen by 
considering the Hamiltonian in each case. The 
equations that Kruskal deals with are the equations of 
motion for a Hamiltonian of the form (1.1), but with 
n strictly periodic in ql with period T. One can in 
general find an invariant as long as T is a function of 
PI and a slowly varying function of (q2' qa' .. qn; 
P2, pa ... Pn) and the time, t. The dynamical systems 
discussed by Whittaker also have Hamiltonians that 
can be reduced to the form (1.1). In his case n is the 
sum of several terms periodic in ql with periods 
'Ti (i = 1,2' .. ) and where the Tj are constants, 
independent of the coordinates and time. In this paper 
we limit ourselves to a discussion of dynamical systems 
having this latter form with neither 

(a) periodic in ql with period T independent of 
space and time coordinates; or (b) almost 
periodic in the sense that it is the sum of 
several such terms with periods Ti that are 
incommensurable. 

The methods used below can however be generalized 
to other cases where the periods are functions of the 
coordinates. 

Once the Hamiltonian has been reduced to the 
standard form an invariant can be calculated explicitly 
in terms of n and this is done by two methods. In the 
first of these (Sec. 3), which is the most straight­
forward, Liouville's equation is expanded in powers 
of E and solved order by order. It differs from Whit­
taker's method in several important respects and as a 
result the problem of vanishing denominators no 
longer arises. One formalism embraces all the cases 
that previously needed separate treatment and a 
single expression is obtained for the invariant. The 
operator techniques used also allow several terms in 
the series to be evaluated with comparative ease. 
The second method is to carry out explicitly the 
procedure described in general terms by Kruskal. This 
is more tedious to apply but has compensating 
advantages. It is systematic and so allows one, in 
principle, to obtain the series to any number of terms. 
It also gives information about the asymptotic nature 
of the invariant. Kruskal's method and its application 
are described in Sec. 4. Although these two methods 
give essentially the same result, it is not obvious that 
they are equivalent to the adelphic integral. The 
relation between Whittaker's invariant and the forms 
obtained in this paper are discussed in Sec. 5. 
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2. REDUCTION OF THE HAMILTONIAN 
TO STANDARD FORM 

The basic dynamical system considered in the 
following is n-dimensional and has a time-independent 
Hamiltonian of the form 

H = Ho(q~, pa + EHl(q~, p;), (2.1) 

where (q; ,p;) are canonical coordinates. It is assumed 
that the equations of motion for the zero-order 
Hamiltonian Ho can be solved and that all the 
trajectories are closed curves in phase space, having 
the same periodic time T. This being so, one can use 
Hamilton-Jacobi theory8 to transform to new co­
ordinates (qi; Pi) such that Ho is a function of the new 
momenta Pi only. In particular it is possible to choose 
(qi;Pi) so that Ho = Pl. This is done by solving the 
Hamilton-Jacobi equation 

(2.2) 

for Hamilton's characteristic function W(q;, Pi)' It is 
then found that 

ql = t + PI' apd qi = Pi' i:;6 1, (2.3) 

where the Pi are constants. The new momenta are 
given by the equations 

I aW( I ) 
Pi=~ qi,Pi' 

uqi 
(2.4) 

During the motion described by Ho, therefore, ql is 
proportional to the time and (q2'" q .. ;Pl ... P .. ) 
remain constant. A simplifying step in the following 
calculations is to transform to this coordinate system 
that displays the fundamental angle variable, ql, of 
the zero-order motion. 

Because of the periodicity the point (ql'" q .. ; 
PI' .. P .. ) is the same as the point (ql + 1', q2' .. q .. ; 
PI ... P .. ). Since the Hamiltonian is a constant of the 
motion and a single valued function of position in 
phase space it follows that 

H(ql) = H(ql + 1'). 

The Hamiltonian can therefore be written in the 
required form 

Lissajous figures. For example, if the lowest-order 
Hamiltonian is of the form 

.. 
H = ! !(p? + (X~q~2), (2.5) 

i=1 

. the system represents n uncoupled simple harmonic 
oscillators. If all the ratios (Xi/(X; are rational numbers, 
the phase-space trajectories are closed and the system 
periodic. If any ratio is an irrational number, however, 
then the motion is only conditionally periodic. In this 
case one can still transform to new coordinates such 
that the Hamiltonian takes the form (1.1), but one now 
finds that 0 is only almost periodic in ql . 

3. THE POISSON BRACKET METHOD 

With the Hamiltonian in the reduced form, a new 
constant of the motion J can now be found different 
from H. Considering firstly the case with 0 periodic in 
ql, an invariant is sought independent of time and 
periodic in ql with period T. The constant J must 
satisfy Liouville's equation 

dJ == aJ _ [J H] = 0 
dt at ' , 

where [J, H] is the Poisson bracket defined by 

(3.1) 

[J, H] == aJ aH _ aJ aH . (3.2) 
aPi aqi aqi aPi 

With aJ/at = 0, (3.1) reduces to the equation 

[J, H] = O. (3.3) 

J is expanded as a power series in E: 

(3.4) 

Substituting (1.1) and (3.4) in (3.3) and equating 
terms in E", one obtains 

(3.5) 

and 

(3.6) 

(1.1) Integration of (3.6) gives 

with 0 periodic in ql period T. Although it has not 
been stated explicitly, 0 can itself be a function of E. 

There are dynamical systems where the lowest-order 
motion is not strictly periodic with closed orbits but 
conditionally periodic, the orbits describing open 

8 H. Goldstein. Classical Mechanics (Addison-Wesley Publishing 
Company. London. 1959). p. 280. 

I n = f [1 .. _1,0] dql + G .. , (3.7) 

where G .. is independent of ql' Since J n is required to 
be periodic in ql , one obtains the periodicity condition 

(3.8) 
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To generate the terms in the series for J, it is now con­
venient to introduce some new terminology. For a 
periodic function j of ql period T, the functions j and 
J are defined as follows: 

1 iT j=- fdql' 
T 0 

(3.9) 

and 

(3.10) 

with the constant of integration chosen so that J = o. 
Thus, j is the mean value of j and J the indefinite 
integral of the oscillatory part of f It follows from 
the definitions that 

"-
!=O, (3.11 ) 

~U) = C~f), ox ox (3.12) 

and 

~(J) = (aJ), ox ox (3.13) 

where x i~ any of the variables qi' Pi. The following 
results can be proved using integration by parts: 

ji +Jg = 0 (3.14) 
and 

Ii + Xi = Ji - Ji + !i + jg, (3.15) 

where both j and g are periodic in ql' period T. Use 
is also made of the Poisson bracket relation 

[j, g] = - [g,j] , (3.16) 

and Jacobi's identity 

[j, [g, h]] + [h, [j,g]] + [g, [h,j]] = o. (3.17) 

Finally for a function K, independent of ql 

[K,j] = [K,j] (3.18) 
and 

/'... 
[K,j] = [K,J]. (3.19) 

The first few terms of J can now be calculated in terms 
of the operators -, A, and [ ]. Equations (3.7) and (3.8) 
become 

and 

[In- 1 , 0] = O. (3.21) 

Jo is independent of ql from (3.5) and the lowest-order 
periodicity condition is obtained from (3.21): 

[Jo, 0] = 0 = [Jo, n]. (3.22) 

In generating a constant of the motion, J, one seeks 

only a particular solution of this equation and an 
obvious solution is 

Since any function of an invariant is also an invariant, 
any functional form could be taken for Jo . For sim­
plicity the choice made is that 

Jo = n. (3.23) 

Equation (3.20) then gives 

J1 = [n, 0] + G1 

and the periodicity condition (3.21) gives 

[[0,0]0] + [G1 , 12] = o. (3.24) 

To solve this equation for G1 the first term is re­
arranged as follows: 

[[n, 0], 0] = -[[0, n]o] - [[0,0], n], 

using (3.17), and (3.18), 

= -[[n, 0], 0] - [[0,0], n]. 

using (3.14), (3.16), and (3.19). 

:. [[0,0]0] = -i[[0,0]0]. (3.25) 

Equation (3.24) becomes 

[G1 - HO, 0], 0] = o. 
With the equation rearranged in this way, a particular 
integral is easily found: 

(3.26) 

where F is any function of n. In generating the 
invariant series one chooses the particular case F = O. 
Any other choice merely adds a function of the lower­
order invariant Jo to J1 • 

This process can be repeated, a new partial 
differential equation for Gn having to be solved in each 
order. The equation for G2 has been solved in a 
similar manner to that for G1 • The terms were re­
arranged to obtain an equation for which a particular 
integral was easily found. The relations (3.11)-(3.19) 
were the only ones needed to accomplish this. It has 
not yet proved possible to demonstrate that such a 
rearrangement can be made for all values of n. 

For the particular case when n = 0 the lowest­
order periodicity condition (3.22) is identically 
satisfied and Jo must be determined from the next 
order periodicity condition. This process can be 
continued and the invariant is the same as is obtained 
by putting n = 0 in the general solution. When 
n = 0 it also proved possible to find Ga. To sum up, 
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therefore, 

where 

and 

~ 
[Gn , 0] + [[In-1, 0],0] = o. 

A solution is 

Jo=O, 

G1 = Ho'o], 
G2 = HO, [0,0]] + HO, [0,0]], 

and when 0 = 0 

(3.4) 

(3.7) 

(3.27) 

Ga = HO, [0, [0, Om + 1[[0'Jl], [0, OJ] 

+ H[[O, 0], 0], 0]. 

The distinction between 0 being periodic and 
almost periodic now appears to have been unnecessary. 
Instead of insisting that J be periodic in Ql' one could 
have applied the condition that J contain no terms 
that become indefinitely large as Ql ~ co. This is 
assured if 

1 JT lim - [In' 0] dql = O. 
r-+oo T 0 

(3.28) 

With a redefinition of j to be 

- 1 JT /= lim - fdql 
r-f-co T 0 

(3.29) 

[which also includes the previous definition (3.9)], it 
is apparent that the calculation follows exactly as 
before. The results obtained in (3.27) therefore apply 
both for 0 periodic and almost periodic in Ql with the 
averaging operator defined by Eq. (3.29). 

It must be stressed that this is merely a formal series 
solution of (3.3). The derivation allows no statement 
about the validity of the solution and whether the 
series is convergent or otherwise. However, using 
Kruskal's method one is able to show that it is in fact 
an asymptotic series in the limit E ---->- 0 for the case 
where 0 is periodic. 

4. KRUSKAL'S AVERAGING METHOD 

A large part of celestial mechanics is concerned with 
almost periodic systems and, since one can rarely 
obtain exact results, a particular aim has been to find 
approximate descriptions that are valid even for 
large values of the time. For this latter condition to be 
realized, it is necessary for the solution to be free from 
secular terms and one of the achievements of the 

subject is to have produced perturbation techniques 
that accomplish this. They are all essentially what is 
now called "the averaging method" and associated 
with the names of Poincare,9 Bogoliubov,lo and many 
others. 

A. General Description of the Method 

A general formulation of the averaging method has 
been given by KruskaF and in several important 
respects he has extended its usefulness. He deals with 
a set of equations of the form 

Xt == dxfdt = F(x, E), 

such that for E = 0 the point x(t) traces out closed 
curves (loops) as t increases. (For this reason his 
method as it stands is only valid for the case where the 
lowest order motion is periodic and not for the 
conditionally periodic case.) It is then possible to 
transform to new variables y and an angle-like 
variable v such that y is constant on a loop and v 
varies around it. When the motions around the loops 
all have the same period T the equations for y and v 
become 

Yt = Eg(y, v), 

V t = 1 + €fey, v), 

(4.1) 

(4.2) 

where f and g are periodic in v period T. When E is 
small, these equations describe a slowly drifting 
oscillatory motion and the object of the method is to 
transform to new variables z and ffJ which separate the 
drift motion and the oscillation. It is required that z be 
periodic in v and that ffJ be an angle-like variable, i.e., 

z(y, v) = z(y, v + T), (4.3) 

ffJ(y, v + T) = ffJ(Y, v) + T, (4.4) 

and also that the equations of the drift variables 
should not contain the angle variable, i.e., 

Zt = Eh(z) (4.5) 

ffJt = 1 + EW(Z). (4.6) 

Kruskal has shown that it is possible to find system­
atically z, ffJ, h, and was power series in E to any order 
required. It is also possible (and this is essential in 
what follows) to find the inverse transformation as a 
power series in E, i.e., 

00 

y = y(z, ffJ) = L EnYn' 
n~O 

00 

v = v(z, ffJ) = LEnVn • 
n~O 

• H. Poincare, Les methodes nouvelles de Ie mecaniqlle celeste 
(Dover Publications, New York, 1957), Vol. 3. 

10 N. N. Bogoliubovand Y. A. Mitropolsky, Asymptotic Methods 
in the Theory of Nonlinear Oscillations (Gordon and Breach Science 
Publishers, New York, 1961). 
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One can show that the solutions of the transformed 
equations (4.5) and (4.6) provide asymptotic solutions 
of Eqs. (4.1) and (4.2) in the following sense. If one 
writes the partial sums in forms like 

n 

h[n] = ~ekhk' 
k=O 

then z' and rp' are defined to be solutions of 

dz'ldt = eh[n](z'), 

drp'ldt = 1 + EW[n](Z'). 

In terms of these, one can write 

y' = y[n](z', rp'), 
and 

v' = v[n](z', rp'). 

(4.7) 

Kruskal proves that if y* and v* are solutions of the 
original equations satisfying the same initial conditions 
as y' and v', then 

y* - y' = O( en+l), 
and 

v* - v' = O(en+l) 

for I within a range of order lIe. That is, solutions of 
(4.5) and (4.6) give asymptotically correct solutions 
of (4.1) and (4.2) as e -'>- O. 

It is apparent that the equations of motion derived 
from (1.1) are equations of the form (4.1) and (4.2) 
with 

and 

where 

(v, y),...., (q; p), 

(j, g),...., (Op: -Oq), 

00 
Op = Op' etc. 

One could therefore find an asymptotic solution of the 
equations of motion to any order in e by solving (4.5) 
and (4.6) for z and rp as functions of I and then 
substituting the results to obtain q(z, rp) and p(z, rp). 
However, if one seeks an invariant of the motion 
rather than the trajectories, it is not necessary even to 
solve the differential equations for z and rp. 

If Co is any closed curve in phase space at time 
t = 0 and ifat a later time, I, the points that comprised 
it now lie on a curve Ct , then it is well known that the 
action integral taken around Ct : 

f p. dq 

equations of motion. However, one can see from Eqs. 
(4.5) and (4.6) that the points comprising a rp-Ioop (a 
closed curve on which z is constant and rp varies) 
remain a rp-loop as the system develops in time. 
Choosing Ct to be a rp-Ioop one can therefore define 
an invariant K: 

f 1T oq. 
K(z) = p. dq = Pi -' drp. 

o orp 

The time rate of change of K is 

Kt =f (Pt' dq - qt' dp), 

(4.8) 

the second term having been integrated by parts, i.e., 

KI = - f (Hq • dq + Hp • dp) 

= -f dH. 

If p and q were known exactly as functions of z and rp 
and used to evaluate this integral, then Kt would be 
exactly zero. However, p and q as functions ofzand rp 
are only defined as power series in e. If the invariant 
is calculated to order n using the partial sums p[n] 
and q[n] instead of p and q, then the integral does not 
vanish exactly. One finds 

Kfn] = O(en+1
). 

the quantity K is therefore only asymptotically 
invariant. 

B. The Coordinate Transformation 

As a preliminary to calculating K, the transforma­
tions 

(y, v) ~ (z, rp) 

are obtained. From (4.1) to (4.6) one finds 

Zt = eh(z) = eg • Zy + (1 + e/)z. (4.9) 
and 

rpt = 1 + EW(Z) = eg· rp'l + (1 + ej)rp., (4.10) 

where z'l = ozloy is the tensor with ijth component 
OZ;/OYi, etc. 

On integrating over v and applying the initial 
conditions 

when 

z = y, 

rp = 0, 

v = o. 

(4.11) 

is an invariant of the dynamical system. In order to Equations (4.9) and (4.10) give 
evaluate the integral, it is necessary to know the f" 
general form of Ct which usually entails solving the z = y + eJo dv(h(z) - g • Z'l - /z.) (4.12) 
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and 

q> = " + EL
Y

d1l(ro(z) - g. PT - fpy). (4.13) 

There is some freedom in choosing the initial 
conditions of the transformation. In the work of 
Bogoliubov and Mitropolsky,1° the integration con-
stants are chosen to eliminate the contribution of the 
lower limits to the integrals in (4.12) and (4.13). This 
makes the transformation formulas somewhat simpler, 
but the only convenient choice, if the inverse trans-
formation is to be obtained also, is that given here. 

If one now writes 

Z == (q>, z), H(z) == (ro, h), 

y = ('P, y) and G(Y) = (/' g), 

Eqs. (4.12) and (4.13) become 

Z == Y + E{d'P(H(Z) - G· Zy). 

(4.14) 

(4.15) 

The conditions that Z be periodic in v, and that p be 
an angle-like variable with period T can be written 

i'd1l(H(Z) - G • Zy) == 0 

or 

1 I' H(y) == - d'P(G • Zy + H(y) - H(z» 
T 0 

as follows: 

J:= 0, /" 0 (4.19) 
and 

~(/) = ef
) = O. 0')1 0')1 

(4.20) 

However 
a 
-(!) =f-I (4.21) 
0')1 

and 
f"oJ 

af (c~')I) == f(v) - f(O), (4.22) 

where /(0) is I evaluated at ')I == O. One can also show 
that 

(4.23) 
and 

,..."" r--.I __ 

19 + Ie =!e +lg +/e· (4.24) 

We can now proceed to calculate the required trans­
formation, using Eqs. (4.15)-(4.24); 

Zo= Y, 

Ho=G, 

Zt = LV

d1l(G - G) = -G, 

HI ==! f'd')l(-G. GY + Ii· GT). 

T Jo 
(4.16) 

AddinglGv , which is zero by (4.20), to the integrand 
Equations (4.15) and (4.16) can now be solved iter- we can write HI as 
atively to give a power series expansion of 

co 

Z = LE"Z,.. 
o 

H must also be expanded as follows: 

H(z) == Ho(z) + EHt(z) + E~(Z) + ... 

= Ho(zo) + E(HI(Zo) + Zl :z Ho(Zo») 

+ E2(H\l(Zo) + ZI ~ Ht(Zo) oz 
+ ~ (zt :SHo(Zo)} 

It is convenient at this stage to introduce 
operator defined by 

!= ICf -/)dp', 

(4.17) 

the -

(4.18) 

where / is any periodic function of 'P. Comparison of 
Eqs. (3.10) and (4.18) shows that] andldiffer only 
by an integration constant. The - operator has 
slightly more complicated properties than the to operator 

HI == -G· Gy + G • Gy == -G· Gy + a. Gy 

and similarly 

ZIl == G.Gy - G.Gy • 

Evidently one can find Z and H to any desired order 
in E. To find the inverse transformation, we start with 
the equivalent of Eq. (4.9) for y, 

Yt = c:g(z, q» = Eh· Yz + (1 + Ero)yrp 

and follow exactly the same procedure. As shown by 
Kruskal, the series and their inverses are unique and 
the choice of integration constant shows that the 
series are equal at ')I = 0, q> = O. To orderE2 , therefore, 
the transformations are 

~ 

Z = Y - EG + E2(G.Gy - d.Gy ) + 0(E3) (4.25) --- -y == Z + EG + E2(G. Gz - G. Gz) + 0(E3). (4.26) 

The equation of motion for Z, Zt == EH, looks 
different according to which transformation, Z -+- Y 
or Y -+- Z, one calculates, but with the aid of Eq. 
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(4.24) they can both be shown to be 

Zt = a + eG(Z) - e2(G. Gz - G. Gz), (4.27) 

where a is the vector (1,0,0· . ·0). For the Hamil­
tonian system (1.1), Y and G can be chosen as 

Y = (q; p), 

G = (Op; -Oq). 

The averaged coordinates Z are denoted by 

Z = (Q; P). 

For any function Seq; p) the dyadic products of the 
transformation formulas can be conveniently written 
in terms of Poisson brackets, 

G • Sy == -Oq • Sp + Op • Sq == [0, S]. 

The formulas (4.25) and (4.26) can then be written 
~ -

P = p + eOq - e2 [0,Oq] + e2 [0, Oq] + O(e3), 

(4.28) 
~ :::; 

Q = q - eOp + e2[0, Op] - e2 [Q, Op] + O(e3
), 

(4.29) 
,,--.J -

p = P - eOo - e2 [0, 0 0 ] + e2 [0, 0 0 ] + O(e3
), 

(4.30) 
---.J -

q = Q + eOp + e2 [0, Op] - e2 [0, Op] + O(e3
). 

(4.31) 

The equations of motion of the averaged variables P 
and Q are 

P t = -eOo - e2 [O, 0 0 ] + e2 [0, no] + O(e3
), 

(4.32) 

Qt = a + eOp + e2[0, Op] - e2 [0, !)p] + O(e3
). 

(4.33) 
C. The Action Iotegrai 

It is now possible to evaluate the action integral 

K = Pi- dQI = rp;-. (4.8) IT Oqi Oqi 

o OQI OQI 

The leading terms comes from 

PI - = - dQI{PI - e.l.lQ, - e [u, OQ1] Oql 1 IT l'I. 2 ~ 
OQI r 0 

+ e2[Q, 6Ql] + O(e3
)} 

X {l + e(OPl - Qp,) + e2(F - F) + O( e3
) 

= PI - enQl - e 20Q1(OPl - Qp,) 

- e2[n,nQ1] + e2[!1n Q1 ] + O(e~). 
The second-order term in Oql/OQI denoted by (F - F) 
has zero average and does not affect the result to this 
order. 

Now 

0Q/OP. - 0P,) = (OQ. - DQ)(Op, - Qp.), 

from (4.19) 

using (4.23) 
,...---::::::; 

= H(O - !1), (0 - Q)], 

= UO, 0] - Un, 0]. 
Also, 

- ~ 

[~i] - [0, QQJ = - [0, oQJ - [O,OQ,]' 

using (4.24) ----....-
= [0, 0 - 0(0)] - [0, 0 - 0(0)] 

= en, 0(0)] - [0,0] + [0,0(0)], 

= -[0,0]. 
As a result, 

o 2 2 

Pi -.!!..i: = PI - enQl + ~ [0, 0] + ~ [0,0] + O(e3
). 

OQI 2 2 
Transforming back to coordinates p and q, using 
(4.28) and (4.29), and transforming from ...... to A 

operators, using 
o = .0 - .0(0), 

one finally obtains 

---aq. l'\ 2 l'\ 1'\ 
Pi -' = PI + e(O - u) - e [u, .!.l] 

OQI 
2 __ 

+ ~ [0, .0] + O(e3
). (4.34) 

2 
One then has 

oq. 
K = rpi oQ: 

= rH - erQ - e2r([Q, .0] - UO, .0]) .... 

This is obviously related to the invariant J calculated 
from the Poisson bracket method, by 

K= rH- erJ (4.35) 

at least to order e2• 

The advantages of the Poisson bracket method is 
that the first few terms of the invariant can easily be 
found. The advantages of Kruskal's method are that 
it is systematic (although the task of calculating higher­
order terms would be arduous) and that one shows 
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that the invariant is an asymptotic invariant. The 
correspondence of the two methods to terms of order 
e2 suggests that the Poisson bracket method generates 
a true asymptotic series. Another advantage of 
Kruskal's method is that one obtains some physical 
understanding of what the invariant is. In a periodic 
dynamical system with an ignorable angle variable, 
the corresponding action is a constant of the motion. 
In the present system which is nearly periodic there is 
an ignorable (in an asymptotic sense) coordinate 'P' 
The invariant K is the action corresponding to this 
almost ignorable angle variable. 

D. Reduction to a System of Lower Dimensions 

Having found a constant of the motion, it is well 
known that new canonical coordinates can be found 
in which the constant is one of the new momenta. In 
fact Kruskal shows that new coordinates can be found 
of which K and QI are a conjugate pair. For the 
particular systems considered in this paper such a set 
of coordinates is easily obtained. Although (Q; P) 
are not canonical coordinates, the set of quantities 
with K replacing PI are. This can be demonstrated 
directly by transforrping the Hamiltonian to obtain 

H = K + en(Q2' .( .. , Qn; K, P2 , ••• ,Pn) + O(e2). 

(4.36) 

The equations of motion, (4.32) and (4.33), are of 
Hamiltonian form with the above Hamiltonian. 

Another method of finding new canonical co­
ordinates (Q'; P') is to solve the Poisson bracket 
relations 

[P~, Qj] = Dij' 
(4.37) 

where p{ is chosen equal to K. Equations (4.37) have 
one set of solutions 

p~ = Pi + e( Qq; + :~) + O(e
2
), i ¥= 1, 

Q~ = qi - e( QPt + :~) + O(e
2
), 

where S is any function independent of ql' There 
exists therefore considerable freedom in finding new 
canonical coordinates. If the particular choice 

S = -Q(q1 = 0) 

is made, the coordinates are identical with the set 
mentioned in the previous paragraph since 

n = Q - Q(ql = 0). 

As in Sec. 3B, the only one of these transformations 
that can be readily inverted is the one obtained from 
Kruskal's averaging method. 

In the reduced Hamiltonian (4.37), K appears 
merely as a parameter and the system has been 
effectively reduced to n - 1 dimensions. If this 
Hamiltonian contains a further small parameter D, 
such that for D = 0 the motion is once more periodic, 
then another adiabatic invariant exists and can be 
calculated by the methods of Secs. 3 and 4. It is 
worth remarking that these other periodicities may 
not appear in the original Hamiltonian, only being 
created by the construction of the first invariant and 
the subsequent transformation of the Hamiltonian. 
This behavior occurs in plasma physics where firstly 
the magnetic moment can be found and subsequently 
the longitudinal and flux invariants. A recent deri­
vation of these from Liouville's equation but not 
using canonical formalism has been given by Hastie, 
Haas, and Taylor. l1 

5. WIflTTAKER'S ADELPIflC INTEGRAL 

A dynamical system of the type under consideration 
is the motion of a particle near a point of stable 
equilibrium. The Hamiltonian can be written (Whit­
taker, Ref. 6, Chap. XVI) in the form 

(5.1) 

where Hn is a homogeneous polynomial of a degree n 
in the canonical coordinates (qi ; Pi) with i = 1,'" , N. 
In particular, H2 is of the form (2.5) so that to lowest 
order the system can be either periodic or conditionally 
periodic. Invariants of such systems have been 
studied extensivelyl-6 and Contopoulosl2 has shown 
that the various treatments are equivalent. Whittaker's 
method is to change to new variables q; ,p; that reduce 
the Hamiltonian to 

N 

H = ! (ocrP;) + H3 + H4 ' •• , (5.2) 
r~l 

where the OCr are the periods of the lowest-order 
simple harmonic motions. Hn is a homogeneous 
polynomial of degree n in (Pi)! and also a function of 
sin q; and cos q; . One looks for a time-independent 
constant of the motion, <1>, and for simplicity only a 
two-dimensional system is considered. <I> satisfies the 
equation 

[<I>, H] = 0, (5.3) 

which when expanded gives successively 

0<1>2 0<1>2 
OCI - + OC2 - = 0, 

oq~ oq~ 
(5.4) 

0<1>3 Ocl> 3 ,f-. 
OCI - + OC2 - = ['!'2' H3], etc. 

oq~ iJq'~ 
(5.5) 

11 R. J. Hastie, F. A. Haas, and J. B. Taylor, Ann. Phys. 41, 2 
(1967). 

lJ G. Contopoulos, Astron. J. 68, I (1963). 
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To find a solution <P different from H, one can take <P2 

to be any function of P; and P; independent of H2 
(for example Whittaker took <P2 = OCtP; - OC2P;) and 
the <P n can be found as particular integrals of the 
successive equations. This differs from the method of 
Sec. 3 because <P2 is chosen at this point merely to be 
different from H2 rather than being determined by the 
periodicity condition. 

A feature of this solution is that in the series one 
finds coefficients of the form 

(ocll ± oc2m)-I, 

where I and m are integers, the range of possible values 
of which increases as the order of the term n increases. 
This means that, with OCI/OC2 irrational and for suffi­
ciently large n, there are in the series coefficients that 
are arbitrarily large. When OCI/ OC2 is rational, the problem 
is even more acute, since in the formal series for <P 

there appear some coefficients with vanishing denomi­
nators. Whittaker overcame this difficulty using two 
techniques. In solving for <Pn he had selected only 
a particular integral, but could equally well have added 
an arbitrary amount of the solution of the homo­
geneous equation. In some cases it proves possible to 
avoid zero denominators by a suitable choice of these 
constants in the lower order terms. For others, 
however, it is necessary to renormalize the series 
solution for <P by, effectively, multiplying by the zero 
denominator, the new form for <P now starting with 
the term that previously had the troublesome co­
efficient. 

The problem with these methods is that it is not 
clear at any stage whether further difficulties will arise 
in higher order terms. There is also the curious point 
that the formal expression for the adelphic integral is 
different depending on whether OCI/OC2 is rational or 
irrational and also whether terms of a particular type 
appear in the Hamiltonian. All of these difficulties 
arise from the particular choice of <P2 • 

The Hamiltonian (5.2) can be written in standard 
form (Ll) using the transformation 

"+" ~("/ +"/) PI = OCIPI OC 2P2, qt = .2" ql OCI q 2 OC2' (5.6) 
" " 1( "/ "/) P2 = OCIPI - OC2P2, q2 = 2 ql OCI - q2 OC2 , 

and the invariant I of Sec. 3 calculated. The question 
arises as to whether the adelphic integral and I are 
equivalent or not. The main disparity is that the lowest­
order term of the adelphic integral is a function only 
of PI and P2 (except in some special circumstances 
associated with rational values of OCI/OC2), whereas the 
lowest-order term in I is apparently only independent 
of ql . However one is able to show that the first term 
in the series for I is, in general, only a function of PI 

and P2 (depending on q2' only when OCI/OC2 is rational). 
The way in which this occurs is as follows; n consists 
of a number of terms like 

wherefmn is a function of PI and P2 only and m and n 
take a range of integral values. The lowest-order term 
in I is !1 which is only nonzero if there are values of 
m and n such that 

and then 
!1 = fmn cos {(noci - moc2)q2}. (5.8) 

Except under these special circumstances !1 = 0 and 

the lowest order term is II = t(n, Q). This quantity 
consists of terms that are averages over qi of products 
of two expressions like (5.7) and leads to integrals of 
the form 

I = lim - dqdcos {(en - k)OCI + (m - I)OC2)ql 1fT 
1'-+00 T 0 

+ «n - k)OCI - (m - l)ocJq2}' (5.9) 

where f is a function of PI and P2 only, and n, m, k, 
and I take. various integral values. When n = k and 
m = t, this integral is equal to f and there always 
occur some terms of this form in II . The only way for 
I to be nonzero and to depend on q2 is for 

(/ - m)/(n - k) = OCl/OC2 

(i.e., for OCI/OC2 to have a particular rational value). 
So, apart from these special rational cases, both H 

and I have lowest-order terms that are functions of PI 
and P2 only. It is possible therefore to construct 
another invariant (a function of I and H) that has as 
its lowest-order term any function of PI and P2 
whatsoever. This in fact is what the adelphic integral 
is. In the three examples quoted by Whittaker (Ref. 6, 
Chap. XVI), one can show that the adelphic integral 
is a function of H and I. Examples worked out by 
Contopoulos and Moutsoulas5 are also equivalent to 
I in the same way. 

The advantage of the methods of Sees. 3 and 4 is 
that they overcome all but one of the difficulties 
encountered by Whittaker. The problem of vanishing 
denominators does not arise at all. A single expression 
is obtained for the invariant irrespective of the value 
of OCI/OC2 and, for the rational case at least, one can 
show that the series is asymptotically invariant. The 
problem of small denominators when OCI/OC2 is irrational 
still occurs however, and it is this fact that prevents 
one proving that the format series is asymptotically 
invariant for all values of OCl/OC2. 
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W~ pre~nt a few results on the spectral properties of a class of physically reasonable non-Hermitian 
Ham!ltomans. T~ese theorems relate the spec~r~1 properties of a non-self-adjoint operator (of the afore­
ment~~ned class) m ~erms of that of a .self-adJomt operator. These theorems can be specialized to yield 
cond~tIons under whIch the perturbed eIgenvalues (of the above class of operators) vary continuously from 
the eIgenvalues of the unperturbed ~perators. If the SchrOdinger equation has to be solved numerically, 
a knowledge of the spectral propertIes of the non-Hermitian Hamiltonian would insure when the eigen­
solutions exist. 

1. INTRODUCTION 

I N principle, only completely self-contained physical 
systems are described by Hermitian Hamiltonians, 

but in practice many physical systems are well 
approximated as completely isolated. However, one 
also encounters quantum-mechanical systems that 
are intimately coupled to the environment. For ex­
ample, if one is interested in the properties of a 
hydrogen "atom" in an interacting medium, then the 
dissipative nature of the medium is appreciable and 
must be taken into account. 1 One then is immediately 
confronted with a nonconservative quantum-mechani­
cal system whose Hamiltonian is not self-adjoint. 
In the literature there exist many examples of non­
Hermitian description of physical problems ranging 
from optical potential model, the theory of IX decay 
of the nuclei and the nuclear reaction theory to 
nuclear pile theory. 

The purpose of this article is to bring attention to 
a few mathematical results on a fairly broad class of 
physically reasonable, non-Hermitian Hamiltonians. 
For convenience, this class of non-Hermitian operators 
will be called dissipative (to be defined) in accord with 
physical intuition. The mathematical theorems (to be 
given later) provide important information on the 
spectrumofanon-Hermitianoperator H (== Ho + H') 
in terms of the spectrum of a Hermitian subpart Ho; 
and furthermore the continuous part of the spectrum 
of H coincides with that of Ho. When the theorems 
are specialized to perturbation theory, they provide 
justification (for this class of operators) for the usual 
perturbation assumption that the eigenvalues of 
H == Ho + gH' (Ho is Hermitian) vary continuously 
toward that of Ho as the parameter g goes to zero. 
Moreover, for operator H satisfying the conditions 
of the theorems, the sum of the spectral multiplicities 
of the eigenvalues AI' .1.2 , ••• , An of H (= Ho + gH') 
is the same as that of .1.0 of Ho if Ai ---+ .1.0 (i = 1, 

• This work was performed under the auspices of the U.S. Atomic 
Energy Commission. 

1 T. Nakayama and H. DeWitt, J. Quant. Spectry. Radiative 
Transfer 4, 623 (1964). 

2, ... , n) as g ---+ O. All this is important mathe­
matical information for physicists who are concerned 
with the kind of non-Hermitian (or Hermitian) 
Hamiltonians defined in this article. It is often 
desirable to solve the full non-Hermitian Hamiltonian 
Schroedinger equation rather than just the Hermitian 
Schroedinger equation plus a perturbation part. 
We list two reasons for this: (1) if the "perturbation" 
is not small, then clearly, perturbation theory is not 
even useful, and (2) if the problem can only be solved 
numerically, then a qualitative knowledge of the 
eigenspectrum deduced from the mathematical theo­
rems assures one of the existence or nonexistence of 
the eigensolutions. 

It is emphasized that the results of this article are 
restricted to a special class of non-Hermitian operators, 
and the proofs are physicists' proofs. The general 
problem is much too hard and the mathematical facts 
about non-Hermitian operators are too little known. 

Section II contains all the mathematical facts of this 
article. Section III contains a brief summary. 

2. SPECTRAL PROPERTIES OF 
DISSIPATIVE OPERATORS 

An operator H is defined to be linear dissipative if 
the imaginary part of all its eigenvalues An (n = 1, 
2, ... ) is less than or equal to zero. If the equality 
sign holds for all n, then the spectrum is real and H 
is assumed to be self-adjoint. The adjective "linear 
dissipative" has its origin in the expression exp ( - iAnt) 
which decreases exponentially as the time t becomes 
large and positive. Actually, what we are going to 
prove holds true for operators with point spectrum 
anywhere in the finite complex plane. But with physical 
systems in mind, and for lack of a more descriptive 
terminology to designate the class of non-Hermitian 
operators to be considered in this article, we shall 
continue to use the term diSSipative for this class in the 
sequel. We shall study only those linear dissipative 
operators H which can be written as a sum of two 
operators, H = Ho + HI' It is assumed that (1) 
the operator Ho is self-adjoint, (2) the operator HI 
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is bounded and (3) the operator (Hl)!R" (HI)! is com­
pact2 (or equivalently completely continuous) where 
R .. [= (Ho - .11)-1] is the resolvent operator of Ho 
for the regular value A. The operator Ho is required 
to be self-adjoint because the spectral properties of 
self-adjoint operators are well-understood. The oper­
ator (H1)!R .. (HI)! is required to be compact because 
a compact operator has only a discrete point spectrum. 2 

It turns out that the spectral properties of H bear 
close resemblance to that of Ho due to the above 
restrictions on HI' The close resemblance of the 
spectral properties between the operators Hand Ho 
enables us to deduce useful spectral information on 
H from that of H o, in spite of the general lack of 
understanding concerning non-self-adjoint operators. 

In the remainder of this section, we put down the 
mathematical statements of this article. We only give 
references to those proofs that are readily available in 
the published literature. However, we sketch the 
proofs of those theorems that are not readily acces­
sible. 

Lemma 12: The spectrum aCT) of a compact 
(completely continuous) operator T is at most de­
numerable and has no point of accumulation in the 
complex plane, except possibly at the origin. Each 
nonzero point of the spectrum aCT) has finite multi­
plicity. 

Lemma 23: Let T(A) be a compact operator and be 
analytic in the parameter A in a region G, designated 
as A E G. Then for all complex A E G, the dimension 
of the null space of the operator I - T(A) is a constant 
(X (notice the interesting case (X = 0) except for isolated 
points at which this dimension may be higher. 

First, the null space of an operator Tis the collection 
of all those vectors x such that Tx = O. Second, for 
(X to be zero for almost all A E G, it suffices to show 
that (X = 0 at one point of G. 

Theorem A3.4: We assume that: (1) the self-adjoint 
operator Ho is defined on the domain D(Ho), dense 
everywhere in the Hilbert space L 2 • (2) Its resolvent 
R = (Ho - A1)-1 (A is said to be in the resolvent set 
p(Ho) of Ho) is given as an integral operator, 

(R;.!)(x) == I M(x, y; A)f(y) dy. (2.1) 

(3) The operator S is a bounded operator with domain 

• N. Dunford and J. T. Schwartz, Linear Operator Part 1 (Inter­
science Publishers, Inc., New York and London, 1958), p. 549. 

• I. C. Gohberg and M. G. Krein, Am. Math. Soc. Trans\. Ser. 213, 
206 (1960). 

• R. M. Martirosyan, Izv. Akad. Nauk Arm. SSR, Ser. Fiz.-Mat. 
Nauk, 14, No.5, 9 (1961). 

D(S) = L 2; and (4) the operator SR .. Sis compact for 
A E p(Ho). Then, all points of the continuous spectrum 
ac(Ho) of the operator Ho belong to the spectrum of 
the operator H == Ho + S2[D(H) = D(Ho)]; and 
every point outside the spectrum (j(Ho) of Ho is either 
a regular point of H or a point, in the point spectrum 
(j p(H) of H, of finite multiplicity. 

Remarks: This theorem is essentially due to 
Martirosyan.4 The general ideas that such a theorem 
may be true can be found in Refs. 3, 5, and 6 where, 
e.g., the operator S2 is assumed to be compact instead 
of SR;.S as in Martirosyan's paper. In applying this 
theorem to the Schroedinger equation, the former 
assumption falls short of a physicist's needs, because, 
e.g., a multiplicative function operator such as the 
potential Vex) (== S2) is not compact. 

Proof" We will first prove that iJfor some A, there 
exists a bounded resolvent operator B;. == (H - .11)-1 
of the operator H, then the operator SB;. S is compact. 
It suffices to show that [assuming A E p(Ho)] 

B). = R). - R).S(/ + SR;.S)-1SR)., (2.2) 

where the operator (/ + SR).S)-1 is defined on all of 
L2 and is bounded. Let B). exist for some A, then the 
eq~ation (H - A)u = (Ho + S2 - A)u = 0, and con­
sequently the equation u + R).S2U = 0 has only a 
trival solution. Therefore cp + (SR).S)cp = 0 has also 
only a trivial solution. By assumption, the operator 
SR;.S is compact. Hence, from the Fredholm alter­
native,5 it follows that there exists a bounded operator 
(/ + SR;.S)-1, defined on all of L 2 • The operator Sis 
assumed to be bounded and the norm IIR;.II of the 
resolvent operator R" is bounded by the inverse of 
d" [the shortest distance from A to the spectrum a(Ho)].7 
Without loss of generality, we can choose d .. so large 
such that IISR;.SII ::;; IISI1 2 IIR).II ::;; IISII 2 d;:1 < 1. Then 
Eq. (2.2) can be verified as an identity by series ex­
pansion of (I + SR;.S)-I. This identity equation (2.2) 
remains valid for all other values of A reached by 
analytic continuation. Multiplying both sides of Eq. 
(2.2) by the operator S, we obtain SB).S = SR;.S­
(SR).S)(/ + SR).S)-1 (SR;.S). Since (/ + SR).S)-1 is 
bounded and (SR).S) is compact, their product is 
compact.s 

To prove the first assertion of the theorem, we 
assume that A belongs to the continuous spectrum of 
the operator Ho[A E ac(Ho)], but is a regular point 
of the operator H[A E p(H)]. We arrive at a 

5 F. Riesz and B. Sz-Nagy, Functional Analysis (Frederick Ungar 
Publishing Company, New York, 1955), 2nd ed. 

6 C. L. Dolph and F. Penzlin, Ann. Acad. Sci. Fennicae No. 263 
(1959). 

7 See Ref. 3, Eq. (5.5). 
8 See Ref. 5, p. 178. 
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contradiction. It is evident that the equation 

(Ho - ).,)u = (H - )., ~ S2)U = 0, (2.3) 
is equivalent to the equation 

(/ - 8;.S2)U = O. (2.4) 

The fu~ctio~ u cannot be an L2-solution of Eq. (2.4), 
otherWise u l~ an L2 solution of Eq. (2.3), contrary to 
the assumptIOn that A E ac(Ho). Equation (2.4), 
(I - 8;,S2)U = 0 having only a trivial solution implies 
th.a~ the eq~ation (/ - S8;.S)<fo = 0 also has only a 
trlVlal solutIOn <fo. As we have just shown, S8;.S is 
compact. Hence, the Fredholm alternative implies 
that (/ - S8;,S)-1 exists and is bounded. But this 
would imply that the resolvent R;. = (Ho - A1)-1 
can be defined by the following identity, 

R;. = B;.S(/ - SB;,S)-ISB;. + B;.; 

this is contrary to the assumption that A E acCHo)' 
This proves the first statement of the theorem. 

To prove the second statement of the theorem, 
we start with a point A not in the spectrum of 
Ho[A E p(Ho)]. The operator (/ + SR;.S)-1 either 
exists and is bounded or is not defined. For the first 
possibility, A is a regular point of the operator H 
because the right-hand side of Eq. (2.2) is analytic in 
A. Now by analytic continuation other A values can be 
reached. If the point A is such that (/ + SR;.S)-1 does 
not exist then by Lemma 2, A is an isolated point of 
the spectrum of H. Furthermore, this eigenvalue is of 
finite multiplicity because of Lemma 1. This proves the 
second statement of the theorem. 

Corollary 1: If A is an eigenvalue of the operator H, 
then the complex conjugate of A(.it *) is an eigenvalue 
of the adjoint of H(1l+). 

Proof" Let .it be an eigenvalue of the operator H, 
then the operator (/ + SR;.S)-1 is not defined. 
Therefore the adjoint of this operator (/ + S+ R;..S+)-1 
is not defined. But the adjoint of a compact operator 
(in this case SR).S) is compact.9 Now retracing the 
proof of the theorem and taking the adjoint of Eq. 
(2.2) one can readily show that the resolvent of H+, 
(Ho + (S2)+ - A *)-1 is singular at .it *. 

Corollary 2: Let the self-adjoint operator Ho have 
the following representation: 

(Hou)(x) =. ± : [a,iX) a:(x)] + V(x)u(x), 
•• .1=1 uXi uX i 

(a.; = a;,) (2.5) 
where aij(x) are appropriately differentiable functions. 
Furthermore, let S2 be represented as a bounded, 
complex-valued function C(x) belonging to L1 • Then 
the two statements of Theorem A are true. 

t See Ref. 5, p. 217, footnote 12. 

Proof' The resolvent R;.[A E p(Ho)] of a self-adjoint 
?perator of the representation equation (2.5) is an 
Integral operator with a Carlemann type kernepo 
M~X,y;A) [see Eq. (2.1)]. The kernel M(X,y;A) 
beIng Carlemann type possesses the following 
property: If g(x) is defined as 

g(x) == fIM(X, y; .1)12 dy, (2.6) 

then g(x) is not bounded at most at a point set of 
measure zero. But this implies that the operator 
(C)! . R;. . (C)! is square-integrable, 

flC(X)tM(X, Y; A)c(Y)!1 2 dx dy 

S (m;x Ic(Y)I) -jlC(x)I {fIM(X, y; A)12 dy} dx 

< 00, 

since C(x) E L 1 • The fact that the operator (C)!· 
R). . (C)! is an L2 kernel implies that (C)! . R;. . (C)! 
is also compact; this follows from the fact that an 
L2-kernel can be uniformly approximated in the mean 
by a kernel of finite rank which ensures compactness.u 
Compactness of the operator (C)! . R;. . (C)! is just the 
requirement of Theorem A. 

Remarks: This corollary is true for weaker restric­
tions on the function C(x). Instead of C(x) ELI' it is 
enough that C(x) goes to zero as Ixl goes to infinity. 
But this refinement entails too much mathematical 
analysis. Hence, we do not wish to pursue it further 
here. 

Theorem 8 12: Let H be a self-adjoint operator, let 
8 be a bounded operator and let Ao be some eigenvalue 
of finite multiplicity '1-'0 of the operator Ho whose 
distance d from .the rest of the spe~trum a(Ho) is 
d> 2I1BII. Then III the closure ofthe CIrcle l.it - Aol < 
liB I! , the operator Ho + 8 has a finite number of 
eigenvalues and the sum of their respective spectral 
multiplicities is exactly '1-'0' 

Remarks: The content of this theorem is very useful 
to those doing perturbation calculation on a quantum­
mechanical system and wishing for information on the 
perturbed point spectrum. As far as this article is 
concerned, we only quote it as a plausibility argument 
for the following restriction on our Hamiltonian H: 
This article deals only with that class of physical 
systems whose Hamiltonians H = Ho + S2 satisfy 

10 M. Sh. Flekser, The spectral function of the operator 

Bu = - !~k=l (iJ/iJx;)[A;k(x)(iJu/iJxk)] + C(x)u, 

[Mat. Sb. 40 (82),No. 1 (1956)]. 
11 See, for e.g., B. Friedman, Principles and Techniques of 

Applied Mathematics (John Wiley & Sons, Inc., London, 1956), p. 39. 
11 Reference 3, Theorem 5.2, p. 29. 
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Theorem A, and in addition every point outside the 
continuous spectrum of Ho is an eigenvalue of finite 
multiplicity of the Hamiltonian H. It should be 
remembered that Theorem A says: "... every 
point outside (J(Ho) is either a regular point of H or is 
in the point spectrum (Jp(H) of H." That is why we 
need Theorem B to insure that there are only a finite 
number of points of (Jp(H) in a neighborhood of a 
point of (J'P(Ho), if B (of H = Ho + B) is sufficiently 
small. That the class of Hamiltonians H satisfying 
Theorems A and B is not empty can be illustrated by 
the following example. Our example would be an 
H = Ho + S2 having the following properties: (1) 
H satisfies the conditions of Theorem A, (2) Ho 
corresponds to a Schrodinger equation with a 
Yukawa potential; (3) IISII is sufficiently small. 

Now we tum briefly to the question of completeness 
of the eigensolutions of any dissipative operator H. 
In a recent article Fonda et al.1s demonstrated that the 
set of eigensolutions {V'n} of H is complete if the 
associated resolvent operator B;.(H) satisfies the fol­
lowing three assumptions: 

(a) There exists a dense set D of functions in the 
Hilbert space such that if V' and tfo belong to D, then 
(tfo, B;.V') is an analytic function of A with simple poles 
and a branch cut lying along the real A axis, such that 

lim (A - Ai)(tfo, B;.V') = -(tfo, PiV'), 
;"~A.i 

(i = 1,2, ... , n) 
lim (tfo, B;.V') - lim (tfoB;.V') = 27Ti(tfo, PEV'), 

). .... E+iO ). .... E-iO 

where Ai and E belong to the point and the continuous 
spectrum, respectively. The Pi and PE are the related 
projection operators. 

(b) There is no accumulation point in the point 
spectrt.m (Jp(H) and no point in (Jp(H) lies in the 
continuous spectrum (Jc(H). Thus, the number of 
points in (J'P(H) is finite. 

(c) The function (tfo, B;.(H)V') -0- (tfo, IV')A-1 as IA[-
00 for all A in the resolvent set p(H). 

For dissipative operator H of this article, the con­
tinuous spectrum is demonstrated to lie within the 
real A axis. However, the poles of B;. corresponding 
to the point spectrum of H need not be simple. 
Therefore, we make such an assumption here also. 
For a finite matrix H, the resolvent has simple poles 
implies that H can be diagonalized; otherwise H can 
best be brought into a Jordan canonical form. Under 
assumption (b), we have to assume that the self­
adjoint subpart Ho (of H = Ho + S2) has, a finite set 
of points in (J'P(Ho)' Then by Theorem B, (J'P(H) is a 
finite set. 

The asymptotic property of the resolvent B;.(H) 
of H [assumption (c)] follows from the asymptotic 
property of R;.(Ho), where Ho is self-adjoint. This is 
easily deduced from Eq. (2.2). The above brief 
discussion indicates what are and what are not 
assumed in writing down the completeness relation 
for our class of non-Hermitian operators. Following 
Fonda et al.,13 we write the following completeness 
relation: 

! [V';..IIW><tfo;'.IIW[ + IdE [V'~><tfo~[ = I, (2.7) 
;'.II().) 

where A sums over the point spectrum (J'P(H) and ,u(A) 
sums over the finite multiplicity of the eigenvalue A. 
It should be noticed that tfo;. is an eigensolution of the 
adjoint of H, namely H+, with eigenvalue A* (the 
complex conjugate of A), 

H+tfo;. = A*tfo;.. (2.8) 

In writing down Eq. (2.7) we are aided by Corollary 
1 of Theorem A. It also follows from this Corollary 
that we have biorthonormality between the two 
complete sets of eigensolutions {tfoll} and {V';.}, 

(tfoll , "1';.) = <511)., (2.9) 

3. SUMMARY 

Before concluding, we would like to briefly re­
capitulate the mathematical results of Sec. II. 
Theorem A states that the spectrum of the operator 
H (= Ho + S2) resembles closely the spectrum of 
Ho, where S2 is a bounded operator and SR;.S is 
compact. Corollary 1 states that if An is an eigenvalue 
of H, then A: is an eigenvalue of the adjoint H+. 
Corollary 1 results in a relatively simple completeness 
relation equation (2.7) and in biorthonormality 
equation (2.9). Corollary 2 specializes the bounded 
operator S2 of Theorem A to a multiplicative bounded 
L1-function such that direct application can be made 
to quantum-mechanical problems. Theorem B says 
that if the perturbation operator B to Ho is sufficiently 
small, then the spectral multiplicity of an eigenvalue 
Ao of Ho is the same as the sum of the spectral multi­
plicities of all the eigenvalues of H (= Ho + B) in a 
neighborhood of Ao. 
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The four exactly solvable problems for the Dirac equation previously found by the author are dis­
cussed in detail. The presentation is mainly within the two-component relativistic description of a spin 
! particle. Both bound state and scattering solutions are considered. 

I. INTRODUCTION 

ACAREFUL search of the literature has revealed 
only six configurations of external electromagnetic 

fields for which the Dirac equation is exactly solvable. 
They are: the absence of all fields (free particle), a 
Coulomb potential,1 a constant magnetic field,2 a 
constant electric field,3 the field of a plane wave,' 
and the field of a plane wave with a constant magnetic 
field pointing along the direction of propagation of 
the plane wave.5 Recently, the author has found 
four additional exact solutions of the Dirac equation. 6 

The subject of this paperisamoredetailed presentation 
of these solutions. 

The first problem encountered in any attempt to 
solve the Dirac equation is one of algebraic complexity. 
The Dirac equation is a compact way of writing four 
coupled differential equations for the four com­
ponents that comprise the Dirac spinor. The un­
coupling of the differential equations is an algebraic 
problem that can be minimized by adopting a two­
component formulism. An electron, e > 0, in an 
external electromagnetic field is described by the 
relativistically invariant two-component equation,7.s 

[(P + eA)2 + m2 + eo • (H + iE)1'Y 

= (W + eV)2'Y. (1) 

The a's are the ordinary Pauli matrices. The units are 
n=c=1. 

The four-component spinors which are solutions of 
the Dirac equation are generated from the solutions 
of the two-component equation by 

"PD = ([0' (P + eA) + (W + eV) + m1'Y). (2) 
[0' (P + eA) + (W + eV) - m1'Y 

* Work performed under the auspices of the U.S. Atomic Energy 
Commission. 

1 P. A. M. Dirac, Proc. Roy. Soc. (London) A117, 610 (1928). 
• I. I. Rabi, Z. Physik 49, 7 (1928). 
a F. Sauter, Z. Physik 69,742 (1931). 
• D. M. Volkow, Z. Physik 94, 25 (1935). 
• P. J. Redmond, J. Math. Phys. 6, 1163 (1965). 
• G. N. Stanciu, Phys. Letters 23,232 (1966). 
7 R. P. Feynman and M. Gell-Mann, Phys. Rev. 109, 193 (1958). 
8 L. M. Brown, Phys. Rev. 111, 957 (1958) and Lectures in 

Theoretical Physics, Boulder (Interscience Publishers, Inc., N.Y., 
1962), Vol. IV, p. 324. 

It can easily be verified that if'Y is a solution of Eq. 
(1), then "PD is a solution of the Dirac equation 

[yiP + eA); + iY4(W + eV) - im1"P = 0 (3) 

in the "standard" or Pauli representation, i.e., 
Y; = P20', and Y4 = Pa. The p's and a's are the usual 
ones. 

In order to solve the Dirac equation, it is sufficient 
to solve the two-component equation and generate 
the corresponding Dirac solutions by use of Eq. (2). 
It should be noted that the two-component description 
of a spin l particle is perfectly adequate and one 
never has to work with the four-component formu­
lism.7.s 

II. MAGNETIC FIELD SOLUTIONS 

Algebraically, the two-component equation is very 
simple. In fact, when the scalar potential V vanishes, 
the two-component equation has the canonical form 
of the Pauli equation. The two-component equation 
assumes a particularly simple form when V is zero 
and the magnetic field has only a z component and 
depends upon only one coordinate, say y. With this 
choice of the external fields and an asymmetric choice 
of the gauge, All = A. = 0, Eq. (1) becomes 

[P! + P~ + (P., + eA.,(y»2 + m2 + esH.(y)1'Y.x. 

= W2'Y.X.. (4) 

The spin index s assumes the values + 1 and -1 

corresponding to the spinors Xl = I~I and X-I = I~I' 
respectively. 

The variables P., and p. are constants of the motion 
and can be immediately taken as constants. The 
trivial plane wave dependence on x and z can be 
suppressed, and then '¥s is only a function of y. After 
this is done, Eq. (4) is in the canonical form of the 
one-dimensional Schrodinger equation. Thus one 
method of constructing exact solutions of Eq. (1) is 
to choose an A.,(y) such that Eq. (4) becomes equiv­
alent to a SchrOdinger equation with a solvable 
potential. For a constant magnetic field, A.,(y) = 
-HoY and Eq. (4) becomes the Schrodinger equation 

2043 
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for an harmonic oscillator.9 Other choices of Ax(Y) 
can be made that lead to solvable potentials. 

The vector potential Ax(Y) = -(Ho/a) tanh (ay) 
and the corresponding magnetic field Hz(Y) = 

Ho sech2 (ay) when substituted into Eq. (4) give, 
after some re-arrangement, 

[p! + e - 2P",c; tanh (ay) - (c;2 - sac;)sech2(ay)]'YsXs 

= (W2 - m2 - P; - P~)'YsXs. (5) 

The quantity c; is eHo/a and without loss of generality 
both of the quantities a and Ho are taken as positive. 
Equation (5) is formally equivalent to a one-dimen­
sional Schrodinger equation with a Rosen-Morse 
potentiapo or an Eckart potentialY The Rosen-Morse 
and the Eckart potentials are essentially the same. 

With the introduction of the notation 

p = - UP",/a2
, 

y = W - sc;a)/a2, 

E = (e + m2 + P; + P; - W2)/a2; 

'Y. satisfies the differential equation 

[(d2/dy2) - Ea2 - pa2 tanh (ay) + ya2 sech2 (ay)]'Ys 

= O. (6) 

Following Rosen and Morse,lO we convert the differ­
ential equation for 'Y. into the hypergeometric equation 
by making the change of variable 'Y) = HI + tanh (ay» 
and the transformation 'Y. = eacry cosh-r (ay)F.(y). 
The constants a and Tare 

a = -![(E + p)! - (E - p)r], 

T = t[(E + p)! + (E + p)!], 

where both square roots are taken as positive quan­
tities. The differential equation satisfied by F.( 'Y) is 

'Y)(1 - 'Y)F';(",) + [(a + T + 1) - 2'Y)(T + 1)]F;('Y) 

+ [y - T(T + 1)]F.('Y) = O. 

This equation is in the standard form of the hyper­
geometric equation. The solution regular at 'Y) = 0 
which corresponds to y = - 00 is 

F[T + I - (y + i)!, T + I + (y + !)*, 
a + T + 1; 'Y)]. 

This particular hypergeometric function diverges like 
e2(r-cr)1I as 'Yf approaches 1 which corresponds to 
y = + 00, unless T + I + (y + i)! or T + t -
(y + !)! equals a negative integer.1o The first possi­
bility is not allowed since T and (y + i)! are positive 

• M. H. Johnson and B. A. Lippmann, Phys. Rev. 76, 828 (1949). 
10 N. Rosen and P. M. Morse, Phys. Rev. 42, 210 (1932). 
11 C. Eckart, Phys. Rev. 35, 1303 (1930). 

quantities. Therefore, in order to have 'Y. finite at 
infinity, we must have 

T = (y + t)! - t - n. 

In this case the hypergeometric series terminates and 
is a Jacobi polynomial. It follows directly from the 
finitions of a and T that aT = - p/2, or 

a = -tp[(T + t)! - n - t]-I. 

The quantum number n is zero or any positive integer 
which satisfies the relationship 

n ~ (y + t)t - Itplt - i = Ic;a-I 
- isl 

- Ic;P",/a2It - i. (7) 

This result follows from examining the behavior of 
a + T and a - T. Since the case c;a- I < i and 
s == + I is clearly impossible, the restriction on n can 
be written as 

n ~ c;a-I - I c;Px/a21! - is - i. (8) 

If the inequality for n is not satisfied, there are no 
bound states (quantized orbits). 

The energy eigenvalues are calculated from the 
relationship a2 + T2 = E. In terms of the original 
parameters and the quantum number N = n + i + is, 
the energy eigenvalues are 

Wn •s = [m2 + P; + P; + e - (c; - Na)2 
- ep;(c; - Na)-2]!. (9) 

The limit a = 0 corresponds to a constant magnetic 
field. In this limit n can be zero or any positive integer 
and the eigenvalues given by Eq. (9) become 

Wn •s = [m 2 + P; + 2eHoN]!. 

This is the well-known result for a homogeneous 
magnetic field. 2.9 

The energy eigenvalues and the restriction on the 
quantum number n for a positively charged particle 
are 

Wn•s = [m2 + P; + P~ + e - (c; - N'a)2 

- ep;(c; - N' a)-2]! 

n ~ (c;/a) - Ic;Px/a21! + is - i. 

The quantum number N' = n - is + i and c; is 
leHo/al· 

The scattering solutions are not difficult to con­
struct. Instead of exponentially damped solutions at 
y = ± 00, the solutions are oscillatory. This occurs 
when both (E - p)! and (E + p)! are pure imaginary. 
Therefore, let us introduce the notation HE - p)! = 
ioc and leE + p)! = i/3, where the quantities oc and /3 
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are 
rt. = [W2 _ (P", + ~)2 _ P; _ m2]t/2a 

fJ = [W 2 - (P", - ~)2 - P; _ m2]t/2a. 

As a particular example of a scattering problem, 
let us choose the boundary conditions such that at 
y = - 00 there is an incoming and an outgoing 
(reflected) wave and at y = + 00 there is only an 
outgoing (transmitted) wave. 

The wavefunction which has the proper asymptotic 
behavior at y = - 00 is 

,¥(y) = e-i({J-~)ay cosh-i(fl+~) (ay) 

x {ClF[t + i(fJ + rt.) - 6.,! + i(fJ + rt.) + 6., 
1 + 2irt.; HI + tanh (ay»] 
+ C2[!(1 + tanh (ay»]-2i~F(! + i(fJ - rt.) - 6., 
! + i(fJ - rt.) + 6.,1 - 2irt.; HI + tanh (ay»)]}x". 

(to) 
The notation 6. = (y + i)! has been introduced and 
the plane-wave dependence of x and z has been 
suppressed. The asymptotic behavior of '¥(y) as y 
tends towards minus infinity is 

,¥(y) ,..., 2i(fl+~)e2i~aY[Cl + C2e-4i~ay]Xs. 
y--co 

In order to calculate the asymptotic behavior of'¥(y) 
as y tends towards + 00, one must analytically con­
tinue the hypergeometric functions. The analytic 
continuation of'¥(y) is12 

,¥(y) = e-i(fl-~)alj cosh-i(fl+~)(ay) 

x {ClAlF[! + i(fJ + rt.) - 6., ! + i(fJ + rt.) + Ll, 
1 + 2ifJ; HI - tanh (ay»] + Cl A2[HI- tanh (ay»]-2ifl 

X F[t + i(rt. - fJ) - Ll, ! + i(rt. - fJ) + 6., 
1 - 2ifJ; HI - tanh (ay»] + C2A{[!(l + tanh (ay»]-2i~ 

X F[! + i(fJ - rt.) - 6.. ! + i(fJ - rt.) + 6., 
1 + 2ifJ; HI- tanh (ay»] + C2A~[HI + tanh(ay»]-2i~ 
x [HI - tanh (ay»r2iflF[! - i(rt. + fJ) - 6., 

t - i(rt. + fJ) + 6.,1 - 2ifJ; HI - tanh (ay»)]}xs, 
(11) 

where 

r[1 + 2irt.]r[ - 2ifJ] 
Al=--------~----~~--~~-------

r[! + i(Cl - fJ) + 6.]r[! + i(rt. - fJ) - 6.] 

r[1 + 2irt.]r[ +2ifJ] 

A2 = r[! + i(Cl + fJ) + 6.]r[! + i(rt. + fJ) - 6.] , 

, r[1 - 2irt.]r[ -2ifJ] 
Al = , 

r[l - i(Cl + fJ) + 6.]r[t - i(rt. + fJ) - 6.] 

, _______ r~[~I_-__ 2i~Cl]~r~[+~21~·fJ~] ____ __ 
A 2 = 

r[l - i(Cl - fJ) + 6.]r[! - i(rt. - fJ) - 6.] 
(12) 

12 The hypergeometric functions are analytically continued 
according to Bateman Manuscript Project, Higher Transcendental 
Functions, A. Erdelyi, Ed. (McGraw· Hill Book Company, Inc., New 
York, 1953), Vol. I, pp. 108-109. 

The asymptotic behavior of '¥(y) as y tends towards 
+00 is 

,¥(y) ,....., 2i(fl+~)e-2iflay 

y~+oo 

X [(ClAl + C2A~) + (Cl A2 + C2A~)e4iflay]X". 
There is no spin-flip in the scattering process, since 
the asymptotic values of '¥(y) only contain XS with 
the same spin index s. The boundary condition at 
infinity (only an outgoing wave) is satisfied by choosing 
CIAI + C2A~ = o. 

The reflection and transmission coefficients are 
computed from the asymptotic values of the incident, 
reflected, and transmitted probability currents. These 
currents are calculated in the four-component formu­
lism by constructing the Dirac spinor by the use of 
Eq. (2) and then using the definition of the probability 
current ill = i(i[JDY/PD)· The currents can also be 
calculated strictly within the two component formulism 
(see Ref. 8). The currents are 

jinc = 8art.(Pz + W) IC1 1
2

, 

jrer = -8art.(Pz + W) IC2 1
2

, 

jtrans = 8afJ(Pz + W) ICIA2 + C2A~12. 
By definition, the reflection and the transmission 
coefficients are 

and 

T = ~ / CIAI + C2A~ /2 = !!./ A{A2 ~ AIA~ 12. 
rt. CI rt. Al 

By using elementary properties of the gamma function 
and noting that the quantity 6. = (y + i)l = 
I ~a-l - lsi is a real quantity, the expressions for R 
and T can be written as 

R = cosh 27T(rt. - fJ) + cos 27T6. (13) 
cosh 27T(rt. + fJ) + cos 2rr6. 

and 

T = cosh 27T(Cl + fJ) - cosh 27T(Cl - fJ). (14) 
cosh 27T(Cl + fJ) + cos 2m:l 

The conservation of probability demands that 
R + T = I and is satisfied. Both coefficients depend 
upon the spin index s via 6., The reason for this is that 
the two spin projections have different energies and the 
incident energy is effectively raised (s = + 1) and 
lowered (s = -1) depending on the spin projection. 
The coefficients for scattering with a positively charged 
particle are obtained from Eqs. (13) and (14) by 
changing the sign of ~ in rt., p, and 6.. 
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In the above expressions it is assumed that oscil­
latory solutions exist at y = ± 00. This occurs when 
0( and {3 are real or equivalently when 0(2 and {32 are 
positive. The reality of 0( and {3 implies one condition 
on the energy, namely 

W 2 > m2 + p! + P~ + e + 2 Wil . 
There is also the possibility that there are oscillatory 
solutions at - 00 and an exponentially damped 
solution at + 00. This corresponds to pure reflection 
and occurs when 0(2 is positive and {32 is negative. This 
is only possible when Pz~ is negative and W satisfies 
the inequalities 

m2 + p! + P~ + e - 2 IP z~1 
< W 2 < m2 + p! + P~ + e + 21Pz~1 . 

Finally, the case 0(2 positive and (3 equal to zero also 
gives pure reflection. 

Another choice of Az(Y) and Hz(y) that leads to an 
exactly solvable equation is: Az(Y) = (Hola)(1 - eay) 
and Hz(Y) = Hoeay . This choice of the external fields 
gives the two-component equation 

[P! + 2~Pz + e - (UPz + 2e - s~a)eay + ee2aY]'FsXs 

= (W2 - p! - P; - m2)'FsXs 

which is formally equivalent to a one-dimensional 
Schrodinger equation with a Morse potential. 13 

Again both a and Ho are taken as positive without 
loss of generality and ~ = eHo/a. The spin index s 
and the spinor X. are the same as before. 

With the introduction of the notation 

and 

g = [W2 _ m2 - P~ - (Pz + ~)2]la2, 
f = (s~a - 2~P z - U 2)la2, 

h = ~2Ia2, 
the differential equation for 'F.(y) is 

[(d2/dy2) + ga2 - Ja2eay - ha2e2ay)'Y.(y) = O. 

This equation is transformed into Laguerre's equation 
by performing the change of variable x = 2(h)!eall 

and the transformation 'F.(y) = x<_g)le-!zG.(x)P 
The differential equation satisfied by G. is 

xG;(x) + [(2(- g)! + 1) - x]G;(x) 

- H + [f12(h)!] + (- g)!}G.(x) = O. 

The differentiation is with respect to x. Thus G. is a 
solution of Laguerre's equation. The regularity 
conditions13 imply that bound states only exist if 

(-g)! + [f/2(h)!] + i = -n, (-g)! ~ O. (15) 

13 P. M. Morse. Phys. Rev. 34, 57 (1929). 

The function G. is the associated Laguerre polynomial 
L~.<-g)t(x) and the two-component wave function in 
terms of the variable x is x<-g)le-!"'L~<_g)l(x)X •. The 
four-component wavefunction is constructed by me~s 
of Eq. (2). 

The second part of Eq. (15) implies that the quan­
tum number can be zero or any positive integer which 
satisfies the relationship 

n :c::;;; [(~ + Pz)/a] - is - t. (16) 

The energy eigenvalues are easily calculated from the 
first part of Eq. (15) and are 

Wn,s = [m2 + P~ + 2Na(~ + Pz) - N 2a2]!. (17) 

The quantum number N = n + is + i. 
The constant field limit is a = 0 and in this limit 

the eigenvalues become the eigenvalues for a constant 
magnetic field, as they should. 

The energy eigenvalues and the restriction on the 
quantum number n for a positively charged particle 
are 

Wn s = [m2 + P~ + 2N'a(~ - Pz) - N'2a2]!, 

n :c::;;; [(~ - Pz)Ja] +- is - i· 

The quantum number N' = n - is + i and ~ is 
leHo/a!. 

The scattering solutions are not of much interest. 
As y tends towards - 00, oscillatory solutions exist if 
(-g)! is pure imaginary. As y tends towards + 00, 

only exponentially damped or growing solutions 
exist and consequently, the only defined scattering 
problem must have a reflection coefficient of one. Of 
course, nontrivial scattering problems can be con­
structed by either letting Ax(Y) equal zero past some 
point A or matching at A with the previous field. 

III. THE ELECTRIC FIELD SOLUTIONS 

The two-component equation for the external field 
configuration A = 0 and a scalar potential depending 
upon only one direction, say z, is 

[P2 + m2 + iseEz]'F.x. = (W + eV)2'F.x.. (18) 

This equation is formally equivalent to Eq. (4), though 
it describes a different physical situation. Consequently 
the potentials V(z) = -(Eo/a) tanh (az) and V(z) = 
- (Eo/a) (1 - eaz) lead to equations which are formally 
equivalent to one-dimensional Schrodinger equations 
with a Rosen-Morse potential and a Morse potential, 
respectively. Thus both of these potentials give rise to 
exactly solvable problems that correspond physically 
to scattering from one-dimensional repulsive barriers; 
there are no bound states. (Even nonrelativistically 
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these potentials have no bound states.) The wave 
functions satisfying appropriate boundary conditions 
are easily constructed in terms of the hypergeometric 
functions for the first potential and the confluent 
hypergeometric functions for the second potential. 
The scattering solutions from the second potential are 
only of the Klein paradox type, since the potential 
becomes infinitely large and only the "pair production" 
solutions are possible.14 .15 Of course, a potential that 
is finite everywhere can be constructed from the 
second potential by appropriately truncating the 
potential and matching the truncated part of the po­
tential with a constant potential or any other solvable 
potential which is finite, for example, the first potential. 
Only one example of the numerous scattering prob­
lems is considered here. 

Let us consider the first potential with the boundary 
conditions such that there are incoming and outgoing 
waves at z = - 00 and only an outgoing wave at 
z = + 00. For definiteness, let us take both a and Eo 
as positive. Then the function 1p. obeys the differential 
equation 

[(d2/dz2) - a2e' - p'a2 tanh (az) 

where 

and 

+ y'a2 sech2 (az)]'Y.(z) = 0 

e' = - (W2 _ m2 _ P: _ P: + v2)ja2, 

p' = 2Wvja2
, 

y' = - (v2 + isva)/a2
, 

v = eEo/a. 

The equation for 'Y.(z) is identical to Eq. (6) after a 
trivial relabeling of the variables and constants. Thus 
the scattering solutions for the present problem can 
be obtained from the magnetic field scattering field 
solutions. Performing the trivial relabeling, we have 

'Y(z) ,...., 2i(fI'+a'le2ia'az[CI + C
2
e-4ia'aZ]X. 

z-+-oo 

and 

The primed constants are 

oc' = [W + V)2 - P: - p! - m2]1/2a, 

fJ' = [(W - V)2 - P: - p! - m2]!/2a, 

~' = {_[v2 + isa)ja2] + nl = -is + i(va- I
) 

== -is + ib. 
The constants CI and C2 are related by C2A~ + CIAI = 
O. The constants AI, A~, A2 , and A; are given by Eq. 

14 O. Klein, Z. Physik 53, 157 (1929). 
15 J. O. Bjorken and S. O. Orell, Relativistic Quantum Mechanics 

(McGraw-Hill Book Company, Inc., N.Y., 1964), pp. 40-42. 

(12) when all of the arguments of the gamma function 
are replaced by primed quantities. The probability 
currents are calculated in the same manner as for the 
magnetic field case and asymptotically are 

iInc = Sioc'a(W + v + 2aoc's) ICI 12, 

jrer = -Sioc'a(W + v - 2aoc's) IC212, 

jtrans = SifJ'a(W - v + 2afJ's) ICIA2 + C2A~12. 
The reflection and transmission coefficients are 

R _ (W + v - 2oc' as) I Al \2 
- (W + v + 2oc'as) A~ , 

T = (W - v + 2ocfJ's) I A2A~ - AIA~ 12
• 

(W + V + 2aoc's) A~ 

By use of elementary properties of the gamma function 
and taking into account that ~' = -is + ib where 
b is real, the coefficients can be written as 

R _ cosh2 1T(OC' - fJ') - cosh2 
1T1j (19) 

- cosh2 1T(OC' + fJ') - cosh2 1T1j , 

T = cosh2 1T(oc' + fJ') - cosh2 1T(OC' - fJ'). (20) 
cosh2 1T(oc' + fJ') - cosh2 1T1j 

Both of the coefficients are independent of the spin 
index s. This occurs because both spin projections have 
the same energy and consequently, the spin splitting 
of the incident energy that occurred in the magnetic 
field problem does not happen here. It is apparent 
that R + T = I, and thus probability is conserved. 

In the above expressions it is assumed that both 
oc' and fJ' are real. If fJ' is pure imaginary, then the 
wavefunction at z = + 00 is exponentially damped 
and pure reflection occurs. fJ' is pure imaginary when 
IW - vi < (P! + P~ + m2)1. 

The oscillatory solutions occur when both oc' and 
fJ' are real. The reality of oc' and fJ' implies that 
I W - vi > (P! + P~ + m2)1. There are two cases to 
distinguish. If W > v, then W> v + (P! + P~ + m2)1. 
This is the familiar realm of scattering over a potential 
barrier. If W < v, then W < v - (P! + P; + m2)1 
which is only possible if v > m + (P! + P~ + m2)1, 
since W ~ m. This is the region of the Klein paradox, 
i.e., oscillatory solutions scattering through the 
potential barrier.14•ls In this case the reflected current 
exceeds the incident current and the transmitted 
current is negative, though R + T is still equal to one. 
This behavior follows from Eqs. (19) and (20) since 
Ij > oc' + fJ' in the Klein paradox region. 

For completeness, we mention that when (W - v) = 
(P! + P~ + m2)1, which corresponds to fJ' = 0, pure 
reflection occurs. 
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Realization of Lie Algebras by Analytic Functions of Generators 
of a Given Lie Algebra * 
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In this paper we discuss the problem of the Poisson bracket realization of various Lie algebras in 
terms of analytic functions of the generators of a given Lie algebra. We pose and solve the problem of 
realizing the general 0(4), 0(3, I), and £(3) algebr~s .in terms of a!1alytic functions of the g~nerators 
of a prescribed realization of an £(3) algebra. A Similar problem IS solved for the symmetrIc tensor 
realizations of SU(3) and SL(3, R). Related questions are discussed for O(n + I), O(n, 1), £(n), SU(n), 
and SL(n, R). We study in some detail the finite canonical transformations real~ed ?y the .generators of 
the various groups. The relation of these results to the reconstruction problem IS bnefly discussed. 

1. INTRODUCTION 

THE success of group-theoretic m.eth~ds in particle 
physics has led to a re-exammatIOn of these 

methods as applied to elementary dynamical problems 
in both quantum and classical mechanics. One finds 
that sometimes the quantum-mechanical and the 
classical-mechanical problems can be made to cor­
respond to each other in such a fashion that their 
invariance groups and their noninvariance groups have 
the same structure. Thus, for example, the isotropic 
harmonic oscillator in n dimensions has the invariance 
group SU(n) and the noninvariance groups SU(n, 1) 
and SU(n + 1), both in classical and in quantum 
mechanics. I 

For quantum-mechanical systems, the Lie algebras 
of the invariance and noninvariance groups are realized 
by commutation relations between appropriate dy­
namical operators, whereas for classical systems the 
Lie algebras are realized by Poisson brackets between 
appropriate dynamical variables. That such different 
realizations exhibit a correspondence between them is 
quite remarkable. It has been known for quite some 
time that the infinite-dimensional Lie algebras of poly­
nomials in canonical variables for quantum mechanics 
(commutator brackets) and for classical mechanics 
(Poisson brackets) have quite different structures. 2 

Yet there exists the same local Lie group in both kinds 
of dynamics. This, then, suggests that in these two 
different algebraic systems, there are selected subsets 

• Research supported in part by the U.S. Atomic Energy 
Commission and by the U.S. Air Force Office of Scientific Research, 
Office of Aerospace Research. 

t Present Address: Agricultural and Mechanical University, 
College Station, Texas . 

.. Permanent Address: Department of Physics and Astronomy, 
University of Rochester, Rochester, New York. 

~ On leave of absence from Tata Institute of Fundamental 
Research, Bombay, India. 

1 See, for instance, N. Mukunda, L. O'Raifeartaigh, and E. C. G. 
Sudarshan, Phys. Rev. Letters 15, 1041 (1965); R. C. Hwa and 
J. Nuyts, Phys. Rev. 145, 1188 (1966). 

• J. E. Moyal, Proc. Cambridge Phil. Soc. 45, 99 (1949). 

of elements whose Lie algebraic structures are 
isomorphic. 

Given any Lie algebra A of quantities which 
possess an associative law of multiplication (in addition 
to the Lie bracket), we can define an enveloping 
algebra (; whose elements are polynomials in the 
elements of the primitive Lie algebra A. The enveloping 
algebra b can be given an induced Lie algebra structure 
by imposing the relation 

where the curly bracket stands for the Lie bracket 
and the dot (which will usually be omitted) stands for 
the associative product. We can generalize our defini­
tion of the enveloping algebra b by including among 
its elements the analytic functions of the elements of 
the primitive Lie algebra .4:. This enveloping algebra 
b is given an induced Lie-algebra structure by imposing 
the derivation property. Using this rule, we can 
identify b with an infinite-dimensional Lie algebra. 
In classical mechanics it would be a Lie algebra of 
Poisson brackets, whereas in quantum mechanics it 
would be a Lie algebra of commutators. The envelop­
ing algebras in the two cases have, in general, quite 
different structures. However, in both cases there are 
certain sets of invariant elements which have vaniShing 
Lie brackets with every element of the primitive Lie 
algebra and, consequently, with every element of the 
enveloping algebra. For the quantum-mechanical 
case, these are the well-known invariant operators, 
which are expressible as functions of the so-called 
Casimir invariants. If the N elements of the primitive 
Lie algebra are denoted by Xl. X2 , ••• , X N. then 
the Casimir invariants (for both quantum and 
classical systems) are homogeneous polynomials of 
the type 

N N 

en = ! ... ! e"l"'" . ""XCZl ... X .. "' (1.2) 
/%1=1 a:n=l 

2048 
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where e~l'" "" are some numerical coefficients which 
are symmetric in the indices OCl, ••• , OCn • It is possible 
that in some particular realizations these Casimir 
invariants may degenerate into numbers. (In fact, in 
the case of irreducible realizations, all these invariant 
elements reduce to numbers.) 

In many cases, it is possible to select, out of the 
infinite-dimensional enveloping algebra, a finite­
dimensional subset of elements which constitute 
another Lie algebra. We show, in this paper, how such 
construction can be carried out for the realizations 
of the Lie algebras by Poisson brackets. We begin in 
Sec. 2 by giving the structures and the Casimir invari­
ants of the Lie algebras of the groups E(3), 0(4), 
0(3, 1), SU(3), and SL(3, R). A simple realization of 
all these Lie algebras in terms of three pairs of canon­
ical variables %, Pa (a = 1, 2, 3) is also given in this 
section. In Sec. 3, after defining the primitive E(3) Lie 
algebra and the corresponding generalized enveloping 
algebra, we give explicit realizations of the 0(4), 
0(3, 1), and other E(3) Lie algebras. The properties 
of the finite canonical transformations generated by 
the elements of these Lie algebras are also discussed. 
A similar problem is discussed for SU(3) and SL(3, R) 
Lie algebras in Sec. 4. Section 5 deals with a generali­
zation to n dimensions, while in Sec. 6 we discuss 
briefly the relation of these results to the problem of 
reconstruction of canonical variables from the 
generators of a noninvariance group. 

2. STRUCTURES AND INVARIANTS OF THE 
LIE ALGEBRAS OF VARIOUS GROUPS 

In this section we briefly outline the structure and 
invariants of the Lie algebras of E(3), 0(4), 0(3, 1), 
SU(3), and SL(3, R). 

i. E(3) Lie Algebra 

The Lie algebra of the Euclidean group E(3) in 
three dimensions consists of six elements: Ja , Pa 

(a = 1, 2, 3), and has the following basic Poisson 
brackets: 

{Ja , Jb } = EabcIc, 

{Ja' P b} = EabcPc, 

(2.1) 

(2.2) 

(2.3) 

Here Eabc is the completely antisymmetric unit tensor 
of Levi-Civita. Throughout this paper we employ the 
usual summation convention according to which a 
summation is implied over repeated dummy indices. 

The two quadratic elements 

(2.4) 

and 
(2.5) 

of the enveloping algebra are invariants. We shall 
assume that the realization is real and faithful so that 
p2 is positive and may be normalized to unity. There 
are, however, two classes of realizations corresponding 
to vanishing or nonvanishing of J. p. 

ii. 0(4) Lie Algebra 

The Lie algebra of the real orthogonal group 0(4) 
in four dimensions also consists of six elements: 
Ja , Ka, having the following basic Poisson brackets 
(1 :::;; a, b, c :::;; 3): 

{Ja, Jb} = Eab.Jc, 

{Ja, Kb} = EabcKc, 

{Ka, Kb} = EabcIc· 

The two quadratic elements 

J2 + K2 = Jola + KaKa 
and 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

of the enveloping algebra are invariants. For a real 
faithful realization J2 + K2 is positive, whereas J . K 
may be positive, negative, or zero. 

iii. 0(3, 1) Lie Algebra 

The Lie algebra of the real pseudo-orthogonal 
group 0(3, 1) in four dimensions again consists of six 
elements: Ja , K~, and has the following basic Poisson 
brackets: 

{Ja , Jb} = EabcJ., 

{Ja, K~} = EabcK~, 
{K~, K~} = -EabcJ •. 

The two quadratic elements 

J2 - K,2 = J J - K'K' a a a a 
and 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

J .](' = JaK~ (2.15) 

of the enveloping algebra are invariants. For a real 
faithful realization, either invariant may be positive, 
negative, or zero. 

iv. SU(3) Lie Algebra 

The Lie algebra of the unimodular unitary group 
SU(3) in three dimensions consists of eight elements: 
Ja (a = 1, 2, 3) and five linearly independent ele­
ments of a symmetric traceless "quadrupole" tensor 

Qab: 
(2.16) 
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In this case, we have the following basic Poisson 
brackets: 

{Ja, Jo} = EaoJc, 

{Ja, Qoc} = EaocQdc + EacdQbd' 

(2.17) 

(2.18) 

{Qao , QCd} = (Eac.<5 bd + Ead.<5bc + Eoc.<5ad + Ebd.<5ac)J.· 
(2.19) 

There are two basic invariants, one of the second 
degree, 

JaJa + IQabQab' (2.20) 

and one of the third degree, 

(.J3/2)(3JaQaoJo - QabQocQca)' (2.21) 

As will be seen in Sec. 4 [see also Eqs. (2.40), (2.41)], 
there exist some realizations in which the cube of the 
quadratic invariant equals the square of the cubic 
invariant. 

v. SL(3, R) Lie Algebra 

The Lie algebra of the unimodular real linear 
group SL(3, R) in three dimensions also consists of 
eight elements: Ja (a = 1, 2, 3) and five linearly 
independent elements of a symmetric traceless tensor 
Q~o (Q~o = Q~o; Q~b = 0). The basic Poisson-bracket 
relations are 

{la' J o} = EabcJ c , (2.22) 

{la, Q~c} = EabdQ~c + EacdQ~d' (2.23) 

{Q~b' Q~d} = -(Eac.<5od + Ead.<5bc + Ebc.<5ad + Ebd.<5ac)J.· 

(2.24) 
There are again two basic invariants, one of second 

degree, 

JaJa - IQ~oQ~o, (2.25) 

and one of the third degree, 

(.J3/2)(3JaQ~bJb + Q~bQ~cQ~J. (2.26) 

It will be seen that, with the particular choice of the 
over-all coefficient in (2.26), in some realizations the 
cube of the quadratic invariant equals the negative 
of the square of the cubic invariant. 

For each of these Lie algebras, an explicit con­
struction can be given for the appropriate elements in 
terms of three pairs of canonical variables qa' Pa which 
satisfy 

{% ,Po} = <5ab , 

{qa, qb} = {Pa,Po} = O. 
(2.27) 

The simplest construction for the elements of the 
E(3) Lie algebra is given by 

Ja = (q x P)a = EabcqbPc' 

Pa = Pa' 
(2.28) 

For this realization, the invariant J . P vanishes and 
the other invariant p2 is given by the dynamical vari­
able PaPa' This realization is reducible, since the value 
of p2 is unchanged by canonical transformations 
belonging to E(3). One can now ask whether one could 
construct other realizations of E(3) in terms of the 
same canonical variables, such that the 0(3) sub­
algebra generated by Ja is unchanged and that the 
two invariants J . p = lXo and p2 > 0 can be assigned 
arbitrary values. For this purpose we consider 

(2.29) 
and 

(2.30) 

where f and g are some functions of 12. If we now 
impose J . P = lXo and p2 = 1, we obtain, from (2.30), 
the following expression for Pa: 

{
I ( 1X2)1} IX 

Pa = p2 1 - J~ Pa + J~ Ja· (2.31) 

It may easily be verified that (2.29) and (2.31) do 
furnish a realization of E(3). 

For the elements of the 0(4) Lie algebra, we have 
the following simple construction: 

Ja = EabcqoPc' 

Ka = (fJ2 - 12)I(p2)-IPa. 

(2.32) 

(2.33) 

In this particular realization the invariant J. K 
vanishes and the other invariant J2 + K2 has the value 
fJ2. If we choose Ja given by (2.32) and Ka by an 
expression similar to the one given on the right-hand 
side of (2.30) and impose the conditions J . K = IXfJ, 
J2 + K2 = 1X2 + fJ2, we obtain a realization with 
arbitrary values of the two invariants: 

(2.34) 

Ka = {(fJ2 - 12)(J2 - 1X2)/J2p2}IPa + (lXfJ/J2)Ja• (2.35) 

It may be checked that this is a solution of (2.8). 
Without loss of generality we can assume fJ ~ IIXI ~ O. 
The realization given by (2.34), (2.35) is real in the 
region 1X2 ~ J2 ~ fJ2. 

A realization of 0(3, I) is obtained by simply 
choosing K~ = iKa and by analytically continuing IX 
to pure imaginary values, i.e., by putting IX' = ilX, 

where IX' is now real. We thus obtain the following 
construction for the elements of 0(3, 1) Lie algebra: 

Ja = EabcqoPc' (2.36) 

K~ = {(J2 - fJ2)(J2 + 1X,2)/J2p2rlrpa + (lX'fJ/J2)Ja. 

(2.37) 
The two invariants J . K and J2 - K2 have the values 
IX' fJ and fJ2 - 1X'2, respectively, and the realization 
is real in the region J2 ~ {J2. 
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The simplest construction for the elements of the 
SU(3) Lie algebra is given by 

Ja = EabeqbPc' (2.38) 

Qab = qaqb + PaPb - !!5ab(q2 + p2). (2.39) 

In this case the two invariants have the values 

and 

(J3/2)(3JaQabJb - QabQbcQca) 

= -(1/3,)3)(q2 + p2)3, (2.41) 

so that for such realizations, the two invariants cannot 
be assigned independent values [the cube of (2.40) 
equals the square of (2.41)]. 

Lastly, a simple construction for the elements of 
the SL(3, R) Lie algebra in terms of the three pairs 
of canonical variables qa' Pa is given by 

Ja = Eabc9bPc, (2.42) 

Q~b = qaqb - PaPb - !!5ab(q2 - p2). (2.43) 

The two invariants have the values 

(2.44) 
and 

(,)3/2)(3JaQ~bJb + Q~bQ~cQ~a) = (1/3')3)(q2 _ p2)3. 

(2.45) 
For such a realization also, the two invariants cannot 
be assigned independent values [the cube of (2.44) 
equals the negative of the square of (2.45)]. 

All these general constructions are made in terms 
of one set of three canonical pairs of variables. It is 
shown in the following sections that it is possible to 
express the elements of one realization as functions 
of the elements of another realization. In general, 
the functional forms involve algebraic functions, 
rather than polynomials. We therefore have to work 
with the elements of the generalized enveloping 
algebra which contains analytic functions (not only 
polynomials) of the generators. Within such a frame­
work we show, in the following sections, that the 
generators of the Lie algebras of 0(4), 0(3, 1), E(3), 
SU(3), and SL(3, R) can be expressed in terms of the 
elements of a generalized enveloping algebra of a 
given E(3) realization. 

3. REALIZATION OF 0(4), 0(3,1), AND E(3) 
LIE ALGEBRAS BY ANALYTIC FUNCTIONS 

OF P AND J 

We begin by defining the E(3) representation in 
terms of which we will construct 0(4), 0(3, 1), 
SU(3), SL(3, R), and other E(3) generators. We con­
sider two three-dimensional vectors P and J obeying 

the following basic Poisson-bracket relations: 

{Ja, Jb} = Eabrlc, 

{Ja, Pb} = EabcPc, 

{Pa, Pb} = o. 

(3.1) 

(3.2) 

(3.3) 

Restriction to an irreducible realization of E(3) 
implies that the two invariants p2 > 0 and J. P 
are given by two preassigned real numbers. Since 
the multiplication of Pa by a constant does not change 
the Poisson-bracket relations (3.1)-(3.3), we can 
normalize Pa such that PaPa = 1. We then define 
the "phase space of E(3)" as the set of all pairs of 
real vectors P and J obeying the constraints 

p2 = PaPa = 1; J. P = JaPa = lXo. (3.4) 

Because of these two constraints the phase space is 
now a four-dimensional space. However, we will 
continue to label the points of this phase space by 
two vectors P and J. The finite canonical transforma­
tion generated by Ja and Pa are mappings of this phase 
space on to itself, and provide a realization of the 
group E(3). 

Under a finite canonical transformation generated 
by Ja, the point (Pa, Ja) is mapped to a new point 
(P~ , J;) as follows: ---P~ = exp (0' J)Pa = Rba(O)Pb' ---J~ = exp (0' J)Ja = RbaCO)Jb. 

(3.5) 

By exp (if» • f we mean the following infinite series 

exp (if» • f = f + {cp,f} + (1/2!){cp, {cp,f}} + ... , 
where cp and.r are arbitrary functions of the dynamical 
variables. Here the vector o specifies the transformation 
and R(o) is the real orthogonal matrix corresponding 
to a rotation b) an angle 101 = n about an axis in the 
direction of 0 : 

(1 - cos n) sin n 
Rba(O) = cos n!5ba + 2 nbna + -- Eabcnc' 

n n 
(3.6) 

It is easy to verify that P~, J~ obey the same Poisson­
bracket relations as Pa , Ja , so that the above transfor­
mation is in fact a canonical transformation. We 
denote this transformation by (0, R). Next consider a 
finite transformation generated by Pa: 

..........., 
P~ = exp (A' P)Pa = Pa, --J~ = exp(A' P)Ja = Ja + EabCPbAC' 

(3.7) 

We denote this transformation by (A, 1). It can easily 
be verified that this transformation is also canonical. 
A general element of the group E(3) is represented by 
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the canonical transformation (A, R) obtained by 
performing (0, R) first and (A, 1) next: 

(A, R) == (A, 1)(0, R), 

P~ = RbaPb, (3.8) 

J~ = Rba(Jb + €bCdPCAd). 

We have the following composition law: 

(A', R')(A, R) = (A' + R'A, R' R), (3.9) 

where R'A is the vector whose components are 
RabAb, (a = 1,2,3). These finite canonical transforma­
tions map the entire phase space of E(3) onto itself, 
and there is no region in the phase space which is 
invariant under all the transformations (A, R). 
Further, we may verify that every transformation 
(A, R) preserves the restriction J2 ~ IX~, which is 
implied by (3.4) and the reality of Pa and Ja • 

We are now interested in constructing generators 
for 0(4) and other Lie algebras as analytic functions 
of Pa and Ja • We will find that, in general, these 
generators will be real in some regions of the under­
lying E(3) phase space and complex in others. When 
we consider the finite canonical transformations 
arising from these generators, we can impose the 
following requirement: There exists some region in 
the phase space, which is mapped into itself under 
these canonical transformations; i.e., given any real 
point (Pa , Ja) in this region, the transformed point 
(P~, J~) also lies in this region, with P~ and J~ being 
real. We then obtain a representation of the group 
elements by means of finite real canonical transforma­
tions operating within this region of phase space. As 
is seen later, this requirement will, in general, impose 
further restrictions on the generators. 

Let us begin with the construction of the 0(4) 
generators in items of the E(3) generators. We choose 
to leave the 0(3) subalgebra unaltered, so that the 
first three generators are J1 , J2 , J3. The most general 
form of the other three generators Ka (a = 1, 2, 3) 
is given by 

Ka = j;Pa + h€abJbPc + gJa, (3.10) 

where /1' h, and g are functions of J2, to be deter­
mined. Equations (2.6) and (2.7) are automatically 
satisfied because of (3.1 )-(3.3), whereas if we impose 
(2.8), we get a set of first-order differential equations3 

involving /1' h, and g in their dependence on J2. 
For this purpose, we rewrite (2.8) in a slightly dif­
ferent, but equivalent, form: 

(3.11) 

3 We follow the method of calculation to be found in H. Bacry, 
Nuovo Cimento 41A, 221 (1966). 

If we substitute (3.10) in (3.11) and also use (1.1) 
and (3.1 )-(3.4), we obtain, after some long but straight­
forward calculations, the following relation: 

2Ja = 2Ja{g2 - f~ - 2(fd~ + J%n) 

- 21Xo(flg' - IXofd~)} 

+ 4Pa fl{g + J2g' + 1X0fa 

+ 4€abJbPJ2{g + J2g' + 1X0f{}, 

where primes denote differentiation with respect to J2. 
If we multiply this last equation by (lXola - J2Pa), 
(Ja - IXOPa)' and €aerlePf and sum over a in the result­
ing three equations, we obtain 

fl(g + J2g' + 1X0fD = 0, 

f2(g + J2 g' + 1X0f~) = 0, 

(3.12) 

(3.13) 

1 = g2 - f~ - 2(fd~ + J2fd~) - 21X0(flg' - 1X0fd~), 

(3.14) 

where we have assumed J2 - IXg ¥ O. Apart from the 
trivial solution /1 = /2 = 0, g = 1 (i.e., K = ±J), 
we obtain on solving (3.12)-(3.14) the following 
functional forms Of/I' /2' and g: 

NJ2) = {(P2 ~J~2~J~g~ 1X2)}!COS {8(J2)}, (3.15) 

f2(J2) = {(P2 ;( ~:)~21X; 1X2) t sin {8( J2)}, (3.16) 

g(J2) = IXP _ 1X0 {(P2 - J2)(J2 - 1X2)}!COS {8(J2)}. 
J2 J2 (J2 - IX~) 

(3.17) 

Here 8(J2) is an arbitrary function of J2, and IX and P 
are two real constants. This is the most general solution 
of (3.10), since the invariants 

J2 + K2 = 1X2 + p2 (3.18) 
and 

(3.19) 

can be assigned independently. Without loss of gener­
ality, we can assume p ~ IIXI ~ O. In analogy with 
the quantum-mechanical case, we call the 0(4) 
representation with J . K = 0, the "symmetric trace­
less tensor representation." 

We now discuss the above solution in some detail. 
We note first that, according to (3.18) and (3.19), 
the two invariants are entirely independent of the 
function 0. It should therefore be possible to trace 
the arbitrariness associated with 8 to a freedom in the 
choice of the form of the generators. This is in fact 
true. The arbitrary function 8 simply reflects the 
freedom to make canonical transformations generated 
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by arbitrary functions q,(J2) of J2: 
~ 

Ja -+ J~ = exp [q,(J2)]Ja = Ja, 

----Pa -+ P~ = exp {q,(J2)]Pa' 

= cos [2(J2)!q,']Pa 

+ 1 - cos [2(J2)!q,'] (J 0 P)J 
J2 a 

+ sin [2(J2)!q,'] P J (3 20) 
(J2)! Eab. b •. . 

By a proper choice of the function q" we can eliminate 
o altogether and write the generators Ka in the form 

K = {(f32 - J2)(J2 - O(
2)}! P 

a (J2 _ ~) a 

[oc 
_ OC {(f32 - J2)(J2 - O(

2
)}!]Ja. + f3 0 (J2 _ oc~) J2 (3.21) 

Next we consider the reality properties of Ka and 
of the canonical transformations generated by Ka. 
Since J2 ~ oc~ in the phase space of E(3), we must 
choose f32 > oc~ in order to have some region, 

f32 ~ J2 ~ max (oc2 , oc~), 

where Ka is real. To discuss the nature of the canonical 
transformations (Pa , Ja) -+ (P~, J~), we first rewrite 
(3.21) in the following compact form: 

K = {(f32 - J2)(J2 - O(
2)}! (J x P x J) + ocf3 J, 

(J2 _ oc~) J2 J2 
(3.22) 

from which we can express P in terms" of K and J: 

P = { (J
2 

- oc~) }! (J x K x J) + OCo J. 
(f32 - J~(J2 - o(

2) J2 r 
(3.23) 

Thus, given real vectors J, P with 

f32 ~ J2 ~ max (oc2, oc~) 

(and p2 = 1, J 0 P = oco), K is real; and conversely, 
given real vectors J, K with f32 ~ J2 ~ max (oc2, oc~) 
(and J2 + K2 = oc2 + f32, J 0 K = oc(3), P is real. The 
finite canonical transformations generated by J and K 
can be shown to represent orthogonal rotations on 
the two vectors J ± K: 

------Ja ± Ka -+ J~ ± K~ = exp (0 0 J)(Ja ± Ka) 

= Rba(o)(Jb ± Kb), (3.24) 
............." 

Ja ± Ka-+J~ ± K~ = exp(A 0 K)(Ja ± Ka) 

= RbaC±A)(Jb ± Kb), (3.25) 

, Since we have obtained an expression for P in tenns of K and J, 
we can, in all of the present discussion, replace P by (3.23) and thus 
obtain realizations of various Lie algebras in tenns of analytic 
functions of K and J, the generators of 0(4). 

where Rba is the orthogonal matrix given by (3.6). The 
magnitudes of these vectors are thus fixed: 

(J ± K)2 = (f3 ± OC)2. (3.26) 

Therefore, if we start with a point (Pa , Ja) with f32 ~ 
J2 ~ max (oc2 , oc~, then, by choosing an appropriate 
canonical transformation in 0(4) of the type (3.25), 
we get an image (P~, J~) with J'2 lying anywhere 
between the values5 f32 and oc2 (i.e., f32 ~ J'2 ~ oc2). 

However, if Pa is real, we also have J'2 ~ max (oc2 , oc~), 

and therefore oc2 ~ oc~. 
We have then the following result: Given the phase 

space of E(3) with a certain OCo, the generators Ka of 
(3.21), for f3 ~ loci ~ locol, are real in th(; region 
fJ2 ~ J2 ~ oc2• The finite canonical transformation 
generated by Ja and Ka map this region into itself and 
provide a representation of the group 0(4). If 
loci < 10C01, the Ka are real in the region f32 ~ J2 ~ oc~; 
however, in this case there is no region in the phase 
space which is invariant under the transformation 
generated by Ka. [Alternatively, for every finite trans­
formation generated by Ka , there exist some real 
points (Pa , Ja) which are carried into points (P~, J~) 
with complex P~.] As a particular case we see that, 
in order to obtain a real representation of 0(4) of the 
"symmetric traceless tensor" type with oc = 0, we 
must start with oco = O. 

Let us now consider the region of the phase space 
where the generators (3.21) are not real. The generators 
Ka become complex outside the region f32 ~ J2 ~ oc2 

(with f3 ~ loci> 10C01), and we do not have a real 
realization of any Lie algebra. If, however, we make 
an "analytic continuation" of the parameter oc to pure 
imaginary values, we can generate real realizations 
of the 0(3, 1) Lie algebra in the region J2 ~ f32. We 
define K: = iKa and simultaneously put oc' = ioc (with 
oc' real), and obtain, from (3.21), the following 
expression for K~ : 

which is real for J2 ~ fJ2 (remember also that 
f32 ~ oc~). Since Ja and K~ now satisfy the Poisson­
bracket relations (2.11)-(2.13), they generate the 

5 The fact that fJ2 and at2 are the maximum and minimum values, 
respectively, attained by 12 under the finite canonical transformations 
generated by K can also be seen from the relation 

~ . 
0= 6]2= exp(I5AoK)J"-/2= (J X K)'~A 

and (3.22). 
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0(3, 1) Lie algebra. The two invariants in this case are 

J2 - K'2 = fJ2 - OC'2, (3.28) 

J . K' = fJoc'. (3.29) 

We can evaluate the minimum value attained by J2 
under finite canonical transformation generated by 
K'. Let (Pa , Ja) be the point with a minimum value of 
J2. Under an infinitesimal transformation generated 
by K', we have 

I5(J2) = 2J. M = 2Ja{SA • K', Ja} = 2SA' (J x K'). 

(3.30) 
For J2 to be minimum, I5(J2) = 0, and we then find 
from (3.28)-(3.30) that this minimum value is fJ2. 
Thus, under the finite canonical transformations 
generated by J and K', the region J2 ~ fJ2 is mapped 
into itself and we have a real realization of the group 
0(3,1). 

The above discussion also holds for the case 
oc = OCo = 0, i.e., the generators Ja and K~ given by 

K~ = {J2 - fJ2}!Pa (3.31) 

provide a real realization of the group 0(3, 1) in the 
region J2 ~ [32. We note, however, that if we replace 
fJ2 by _fJ2 in (3.31), we obtain a realization of the 
0(3, 1) Lie algebra, real over the entire phase space 
of E(3). In this case, the entire phase space is mapped 
into itself under all finite canonical transformations 
generated by J, or K' = {J2 + fJ2}!Pa. 

To summarize, then, starting with an E(3) realiza­
tion with a given OCo and with the parameters fJ, oc 
obeying fJ ~ loci ~ 10C01, Ja and Ka of (3.21) generate 
a real realization of the group 0(4) in the region 
fJ2 ~ J2 ~ oc2• Outside this region, the Ka are complex. 
One can analytically continue oc to oc' = ioc with oc' 
real, and obtain K~ of Eq. (3.27), which together with 
Ja generate a real realization of the group 0(3, 1) in 
the region J2 ~ fJ2. If oc = OCo = 0, we also have a 
realization of the group 0(3, 1), real over the entire 
phase space. 

We conclude this section by considering the 
"contraction" of the 0(4) generators of the equation 
(3.21) to yield new generators of E(3). For this 
purpose we set 

1(,. = fJPa (I ~ a ~ 3), (3.32) 

and take the limit fJ -+ 00, keeping oc fixed. If we 
substitute (3.32) in the Poisson-bracket relations 
(2.6)-(2.8) and take the limit fJ -+ 00, we find that 
Ja and Pa satisfy (2.1)-(2.3), required of the generators 
of E(3). Thus Ja and 

{
( J2 - OC

2)}! [oc OCo {( J2 - OC2)}!] 
Pa = (J2 _~) Pa + J2 - J2 (J2 _ ~) Ja , 

(3.33) 

obtained from (3.32) and (3.21) in the limit fJ -+ 00, 

provide a realization of the E(3) Lie algebra. Thus, 
starting with a realization of E(3) with the generator 
Pa , Ja and invariants p2 = 1, J. P = OCo, we have 
exhibited a realization of E(3) Lie algebra by Pa , Ja 
with arbitrary value oc for J . 1> (and p2 = 1). It must 
be noted that since the value of the invariant J . P is 
changed, (3.33) does not represent a canonical trans­
formation generated by any function of J or P. It may 
be seen that the minimum value reached by ]I under 
finite canonical transformation generated by 1> is 1X2. 

Hence, if IIXI ~ IlXol, the region]l ~ 1X2, where Fa is 
real, is mapped into itself by the finite canonical 
transformation generated by 1> or J, and thus we 
obtain a real realization of E(3) in this region. On the 
other hand, if IIXI < locol, for every finite canonical 
transformation generated by 1>, there are some real 
points (Pa , Ja) which are carried into image points 
(P~, J~) with complex P~ . 

4. REALIZATION OF 8U(3) AND 8L(3, R) LIE 
ALGEBRAS BY ANALYTIC FUNCTIONS OF 

P AND J 

In this section we discuss the realization of 8U(3) 
and 8L(3, R) Lie algebras from the generalized envel­
oping algebra of E(3). The 0(3) subalgebra of 8U(3), 
8L(3, R), and E(3) will be taken to be identical, i.e., 
three of the generators of 8U(3) and 8L(3, R) are 
chosen to be Ja (a = 1, 2, 3). The other five generators 
of 8U(3) and 8L(3, R) (i.e., the symmetric traceless 
tensors Qab and Q~b' respectively,) are to be determined 
as functions of P and J. 

It is known that, in general, the unitary irreducible 
(matrix) representations of the group 8U(3) are not 
only reducible with respect to 0(3), but the same 
0(3) representation may appear more than once.6 

However, for the special class of "completely sym­
metric tensor" representations, there is no such 
multiplicity, and only states with the same parity 
occur. We restrict our considerations to Poisson­
bracket "symmetric tensor realizations" of SU(3) and 
8L(3, R) with even parity [i.e., Qab(P) = Qab( -P) 
and Q~b(P) = Q~b( -P)] from amongst the elements 
of the generalized enveloping algebra of E(3). 

We show below [Eq. (4.26)] that, in any real repre­
sentation of the group 8U(3) with the generator Ja , 

Qab, the minimum value of J2 is always zero. A similar 
result also holds for 8L(3, R). From the examples 
discussed up to now, we can then conclude that we may 
restrict ourselves to an underlying E(3) realization 
with 

J. P = OCo = 0; p2 = 1. (4.1) 

• See, for instance, G. Racah, Rev. Mod. Phys. 21,494 (1949); 
V. Bargmann and M. Moshinsky, Nucl. Phys.13, 177 (1961). 
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If the symmetric traceless tensor Qab is to be con­
structed from the vectors P and J satisfying (4.1), then 
the most general form for Qab with even parity 
Qab(P) = Qab( - P) is given by 

Qab =10' {PaPb - !!5ab} + go' C;:b - !!5ab) 

+ ho{(J x P)aPb + PiJ x P)b}' (4.2) 

where 10, go, and ho are some functions of J2 to be 
determined. The absence of a term proportional to 

(J x P>a(J x P)b - !J2!5ab 
== Ea.aEb.,.J.P ",.p I - iJ2!5ab (4.3) 

in (4.2) is no loss of generality, since such a term can 
be re-expressed in terms of !5ab , JaJb, and PaPb, which 
are included in (4.2). This can be seen immediately, if 
we make use of the identity 

EacaEbe! = !5ab!5.8 !5t1.1 + !5a.!5./!5ab + !5al!5.b!5a• 

- !5ab!5./!5a• - !5a.!5.b!5al - !5at!5 •• !5ab . (4.4) 

In order to determine the three functions 10, go, ho we 
must impose the Poisson-bracket relations (2.19). 
[The relations (2.16)-(2.18) are automatically satisfied 
with the choice (4.2).] However, it is possible to 
simplify Qab first by means of a canonical transforma­
tion of the form (3.20), leaving Ja invariant. As we 
show below, a proper choice of the function cp(J2) in 
(3.20) can eliminate the term proportional to 

(J x P)aPb + (J X P)bPa 

in (4.2). For this purpose, we rewrite (4.2) with Pa' Ja 

replaced by P~, J~ : 

Qab = fo(P~P~ - !!5ab) + go«J~J~/J2) - !!5ab) 

+ ho{(J' X P')aP~ + (J' X P')bP~}, (4.5) 

where P' and J' are given by (3.20), with J. P, i.e., --J~ = exp {cp(J2)}Ja = Ja, 
-......; 

P~ = exp {cp(J2)}Pa, 

= cos 0Pa - [sin 0/(J2)1](J x P)a, (4.6) 

where 0 = 2(J2)1 dcp(J2)/d(J2). If we substitute (4.6) 
in (4.5), we obtain 

Qab = f(PaPb - !!5ab) + g{(JaJb/J2) - !!5ab} 

+ h{(J x P)aPb + (J X P)bPa}, (4.7) 
where 

f = 10 cos 20 + 2ho(J2)1 sin 20, (4.8) 

g = go -10 sin2 0 + ho(J2)1 sin 20, (4.9) 

h = ho cos 20 - Vo/2(J2)!] sin 20. (4.10) 

We now choose 0 = 1 tan-1 [2ho(J2)lLfo] so that h = 0, 
and (4.7) then shows that we can restrict our considera-

tions to the case when .Qab is of the form 

Qab = f(PaPb - !!5ab) + g[(JaJb/J2) - !!5ab]' (4.11) 

The functional dependence off and g on J2 is to be 
determined from the Poisson-bracket relation (2.19). 
We deduce from (2.19) the essentially equivalent 
relation 

EM.{Qah' Q.a} = 4!5acl. - !5 •• Ja - !5a.J. (4.12) 

and substitute (4.11) in (4.12). Ifwe also use Eqs. (1.1), 
(3.1)-(3.3), and (4.1), we find, after long but straight­
forward calculations, that 

4!5a.J. - (!5 •• Ja + !5a.J.) 

= -ffU' + g')!5a.J. 

+ [4/(J2)2](J2jg' - fg + g2)JaJ.J. 

+ {ifU' + g') + fg _ g2 _ 2fg'} 
J2 J2 

X (!5 •• Ja + !5a.J.) + f{2fg' - ff') 

X {PaP.p. + (PaJ. + JaP.)J.}, (4.13) 

where primes again denote differentiation with respect 
to J2. Equating the coefficients of the various terms, 
we find that (4.13) is satisfied if and only if 

and 

f(f' + g') = -3, 

f(f' - 2g') = 0, 

g(g - f) =J2. 

(4.14) 

(4.15) 

(4.16) 

It is possible to find a solution of the three equations 
(4.14)-(4.16) for the two functionsf, g: 

f = ({J2 - 412)1, (4.17) 

g = l({J2 - 4J2)1 ± 1{J, (4.18) 

where (J is some arbitrary constant. From (4.11), 
(4.17), and (4.18), we thus obtain 

Qab = ({J2 - 412)![PaPb + (JaJb/2J2) - l!5ab] 

± 1{J[(JaJb/J2) - !!5ab]' (4.19) 

This solution for Qab obeys the Poisson-bracket 
relation (2.19). The parameter {J and the ambiguity 
of the sign in (4.19) are related to the quadratic and 
cubic invariants [cf. (2.25), (2.26)] 

Jala + lQabQab = !{J2, (4.20) 

lJi {3JaQabJb - QabQb.Qca} = ±({J3/3Ji). (4.21) 

As mentioned in Sec. 2, we note that the cube of the 
quadratic invariant is equal to the square of the cubic 
invariant. 

The generators Qab in (4.19) -are real in the region 
J2 ~ i{J2. In order to discuss the finite transformations 
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generated by Ja and Qab , we first evaluate the maximum 
and minimum values attained by J2 under these 
transformations. 

Let us evaluate the minimum value of J2. If we 
just use the Poisson-bracket relations (2.17)-(2.19), 
we see that, under the finite canonical transformations 
generated by Ja or Qab' these quantities go over into 
certain linear combinations of themselves. In fact, Ja 

and Qab transform according to the eight-<iimensional 
adjoint representation of SU(3).7 To exhibit these 
transformations we introduce three antisymmetric 
Hermitian (3 x 3) matrices N (a = 1,2,3): 

o 
o 

-1 

o 
o 
o 

-1) 
() , 

o 

This proves the statement that in any realization ot 
SU(3), the value J2 = 0 is always attained and this is, 
of course, the minimum value. 

Let us next evaluate the maximum value of J2. Let 
(Pa, Ja) be the point where J2 is maximum. We first 
perform an orthogonal rotation (3.5), generated by 
Ja, which leaves J2 unchanged, such that 

J1 = J2 = 0; J a = (J2)1. (4.27) 

Now under an arbitrary infinitesimal transformation 
generated by Qab' 

~ 

Ja ---+ exp (bAbe· Qbe)Ja, 

where the bAbe are arbitrary, we must have 

b(J2) = o. 

(4.28) 

(4.29) 

Using the Poisson-bracket relation (2.18), we obtain 

b(J2) = 2Ja(Ma) = 2Ja{bAbeQbe,Ja} 
Aa = i -1 0 0 , ( 

0 1 0) 
(4.22) = 2Ja [EbadQdc + EcadQbd]bAbc , (4.30) 

000 

and the Hermitian symmetric traceless matrices A ab: 

(4.23) 

of which only five are linearly independent. Together, 
Aa and Aab form a basis for traceless Hermitian 
(3 x 3) matrices. Given the variables Ja, Qab' we form 
the Hermitian matrix 

(4.24) 

Now let U be any unitary unimodular matrix. The 
matrix A' = UAU-I can also be expanded linearly in 
terms of Aa and Aab, i.e., 

A' = UAU-l = J~N + tQ~bNb, (4.25) 

where the coefficients J~ and Q~b are linear combina­
tions of Ja and Qab. By choosing all possible matrices 
U, we get precisely all those linear combinations 
J~, Q~b that are obtained by performing all possible 
finite canonical transformations generated by Ja and 
Qab on themselves. Now, given any A, we can choose 
a U such that A' is diagonal. In that case Ja vanishes, 
since Aa are anti symmetric and Aab are symmetric 
matrices. Thus, starting with any value of Ja, Qab' 
there exists a particular transformation generated by 
Ja, Qab which takes 

(4.26) 

1 For any Lie group, the generators transform according to the 
adjoint representation of the group; for SU(3), this is the octet or 
eight-dimensional representation. The matrices Aa, Aab are the 
Hermitian generators of the three-dimensional representation of 
SU(3). The generators Aa of the 0(3) subgroup correspond to the 
spin-l representation of 0(3), and are here represented in the 
Cartesian form. 

so that (4.28) is satisfied if and only if 

Ja( EbadQdc + EcadQbd) = o. (4.31) 

If we use (4.27) and the fact that Qab = Qba, Qcc = 0, 
in (4.31), we obtain the following form for Qab: 

Qll = Q22 = -tQa3 = q; Qab = 0, a::;l= b, (4.32) 

where q is some constant. Using the special forms of 
Ja and Qab' as given by (4.27) and (4.32) in (4.20) 
and (4.21), we get the following two equations in J2 
and q: 

J2 + 3q2 = liP, 

-J2q + qa = ±i-i/J3, 

(4.33) 

(4.34) 

with the solution J2 = 0, q= ±ifJ, or J2 = 1fJ2, 
q = ±tfJ. The former solution corresponds to the 
minimum value of J2 [note that (4.29) is also satisfied 
when J2 is minimum], which we already derived 
earlier, as the latter solution corresponds to the maxi­
mum value of J2. 

It is thus seen that the maximum and minimum 
values of J2 are tfJ2 and 0, respectively, which are just 
the boundaries of the region where Qab are real. We 
therefore conclude that not only are the Qab real in 
the region 0 ::::;; J2 ::::;; tfJ2 of the E(3) phase space, but, 
in fact, the finite canonical transformation generated 
by Ja, Qab carries this region into itself and provides a 
real realization of the group SU(3). 

We conclude this section by a brief discussion of the 
realization of the SL(3, R) Lie algebra. We see from 
(4.19) that Qab become complex in the region J2 :::- tfJ2• 

We can, however, redefine the generators Q~b = iQab 
and simuhaneously analytically continue fJ to fJ' = ifJ 
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(with (J' real) to get 

Q~b = ({J,2 + 4J2)l{PaPb + t(JaJbp2) - tClab} 

± t(3«(JaJbjJ2) - iClab). (4.35) 

Ja and Qab now obey the Poisson-bracket relations 
(2.22)-(2.24) corresponding to the unimodular real 
linear group in three dimensions, SL(3, R). The two 
invariants of this representation are 

(4.36) 
and 

tJ3 (3JaQ~bJb + iQ~bQ~cQ~a) = i={J3j3J3. (4.37) 

The generators Q~b are real over the entire region 
J2 ~ 0. 

Let us now evaluate the limiting values attained 
by 12 under finite canonical transformations generated 
by Ja and Q~b' Let (Pa, Ja) be the point where J2 is 
stationary and let us first perform an orthogonal 
rotation generated by Ja (leaving J2 unchanged) such 
that J1 , J2, J3 are given by (4.27). By following a 
strictly similar argument as was used to obtain the 
relation (4.32), we obtain in this case 

Qi.l = Q~2 = -tQ;3 = q', Q~b = 0, a ¥= b, (4.38) 

where q' is some constant. If we use the special forms 
of Ja and Q~b as given by (4.27)'and (4.38) in (4.36) 
and (4.37), we obtain the following two equations in 
12 and q': 

J2 - 3q'2 = i(3'2, 

with the only real solution J2 = 0, q' = ±i{J'. 

(4.39) 

(4.40) 

Hence we conclude that Ja and Q~b generate real 
finite canonical transformations mapping the entire 
phase space into itself and providing a realization of 
the group SL(3, R). 

5. GENERALIZATION TO n DIMENSIONS 

So far we have restricted our attention to the reali­
zation of some Lie algebras in terms of the elements 
of a generalized enveloping algebra of £(3). In this 
section, we wish to make some comments about its 
generalization to n dimensions. There are some 
special features of the E(3) and 0(4) algebras which 
do not generalize to higher dimensions. However, the 
symmetric-tensor-type realizations permit an imme­
diate extension to arbitrary dimensions. 

We start with ~e symmetric-tensor realization of 
Ben), (n ~ 3), with the generators Pa , Jab' [Jab = 
-Jba ; a, b = 1,2, ... ,n], which obey the Poisson-

bracket relations 

{Jab' JCd} = ClacJbd + Clbd,Jac - fJbcJad - Cl~bC' (5.1) 

{Jab' Pc} = ClacPb - ()bcPa' (5.2) 

{Pa , Pb} = 0. (5.3) 

We will restrict our discussion to the case when the 
totally antisymmetric tensors 

Habc = PaJbc + PbJca + PcJab (5.4) 
and 

(5.5) 

identically vanish. For n = 3, the constraint (5.5) 
is empty, whereas the constraint (5.4) reduces to 
J . p = 0, which implies that the <4helicity" is zero. 
We also choose the normalization such that 

p2 = 1, (5.6) 

which is always permissible since the multiplication 
by a constant does not change the Poisson-bracket 
relations (5.1)-(5.3). 

The generators Jab and Ka of O(n + 1) obey the 
Poisson-bracket relations 

(5.8) 

and the Poisson bracket of Jab with Jed is given by (5.1). 
From (3.21), if we set IX = ()(o = 0, we can immedi­

ately write down the generators Ka in terms of Pa and 
Jab (1 ::; a ::; n): 

Ka = ({J2 - 12)lPa, (5.9) 
where 

J2 = tJabJab 

and {J is related to the invariant 

12 + K2 = tJabJab + KaKa = (32. 

(5.10) 

(5.11) 

By direct calculations, it may be verified that the 
Poisson-bracket relations (5.7) and (5.8) are satisfied 
and therefore Jab and Ka do serve as generators of 
O(n + 1). Of course, the form of Ka can be changed, 
by finite canonical transformations generated by some 
function of 12, to 

Ka = ({J2 - J2l{Pa cos e + J~~b sin e}. (5.12) 

The generator Ka is real in the region J2 ::; p. For 
J2 > {J2, Ka becomes pure imaginary. In this region 

K~ = iKa = (J2 
- (J2)lpa (5.13) 

and Jad generate a representation of the pseudo­
orth@gonal group O(n, 1). The generators K~ = 
(12 + (J2)! Pa and Jab generate a representation of 
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O(n, 1) which is real over the entire phase space. 
[The Poisson-bracket relations of Ka and Jab are 
similar to (S.7) and (S.8) except for a change of sign in 
(S.8).] 

The SU(n) generators Jab' Qab obey the Poisson­
bracket relations 

{Jab, Qed} = + <5acQbtl + <5aaQeb - <5ebQaa - <5btlQca, 
(S.14) 

{Qab. Qea} = d~ac + <5aa1be + <5beJaa + <5ac1biJ.' (S.1S) 

In analogy with (4.19) we can again write down Qab 
in terms of Pa and Jab: 

Qab = (/32 - 4j2)1(PaPb - ; <5ab) 

+ U(/32 - 4J2)1 ± /3](~ <5ab - Ja;:bC) , (S.16) 

where the parameter /3 is related to the invariant 

(S.17) 

and J2 is again given by (S.lO). From the structure of 
Qab in (S.16), it is evident that the Poisson-bracket 
relation (S.14) is obeyed. It is expected that (S.IS) 
also holds. 

The generators Qab are real in the region J2 ~ !/32, 
and together with Jab provide a real realization of SU(n) 
in this region. For J2> !/32 , Qab of (S.16) become 
complex. 

Defining Q~b = iQab and choosing /3' = i/3 (/3' real) 
as before, we obtain from (S.16) the generators of a 
noncompact group SL(n, R): 

Q' = (/3'2 + 4J2)1(p P _ Ja.Jbc) ab ab 2J2 

± t/3(~ <5ab - Ja;:bC). (S.18) 

[Q~b and Jab obey similar Poisson-bracket relations as 
(S.14), (S.IS), except. a change of sign in (S.IS).] This 
realization is real over the entire phase space J2 > O. 

It may be noted that for "symmetric tensor" 
realizations of O(n + 1) and SU(n) and similarly for 
O(n, 1) and SL(n, R), the quadratic invariants (S.l1) 
and (S.17), respectively, essentially determine the 
realizations, except for the automorphism 

which leave all even-degree invariants unaltered, but 
change the signs of all odd-degree invariants. 

6. CONCLUDING REMARKS 

We have discussed the realization of certain Lie 
algebras in terms of the generalized enveloping alge­
bras of certain other prescribed Lie algebras. We now 
make a few comments on the realizations of Lie 
algebras in terms of canonical variables. Such con­
structions are important in connection with explicit 
realizations of the symmetry groups of Hamiltonian 
systems as well as in the noninvariance-group descrip­
tion of dynamical systems. The possibility of identi­
fying a dynamical system (with particular emphasis 
on the quantum-theoretic formulation of particle 
physics) with the generalized enveloping algebra of a 
suitable Lie algebra has been discussed elsewhere by 
one of the authors.8 The problem of the recovery of 
the canonical variables for the system is also an 
essential dynamical problem. 

To give an example, consider the special, familiar 
case of the Kepler problem. The generators of the 
Euclidean noninvariance group E(4) are, in this case, 
given by9 

Jab = €ab.J • (a, b, c = 1,2, 3), (6.1) 

Ja4 = B~ (a = 1,2,3), (6.2) 

Pa = Ka (a = 1,2,3), (6.3) 
and 

P, = S', (6.4) 
where 

Ja = €abcqbP.' (6.S) 

B~ = [( -2H)lq cos {( -2H)1(q. p)} 

- (q. p) sin {( -2H)1(q. P)}]Pa 

+ [(I/q) sin {(-2H)1(q·p)}]qa, (6.6) 

Ka = (-2H)-l[(q • P)Pa - p2qa + (e/q)qa], (6.7) 

S' = -( -2H)1(q • p) sin [( -2H)1(q • p)] 

+ (1 + 2Hq) cos [( -2H)1(q. p)], (6.8) 

q = (qaqa)l; H = tpaPa - e/q. (6.9) 

Given these ten generators, one could construct the 
primitive dynamical variables. These points are dis­
cussed in more detail in a paper by two of us.9 

We only mention that such a construction yields 

8 E. C. G. Sudarshan, "Currents, Algebras and Dynamical Sys­
tems," invited paper at the Eastern Theoretical Physics Conference, 
Stony Brook, Long Island, New York, 1965. 

• E. C. G. Sudarshan and N. Mukunda, in Lectures in Theoretical 
Physics (University of Colorado Press, Boulder, Colorado, 1966), 
Vol. VIII-B, p. 407. 
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expressions which are undefined (singular) when the 
Hamiltonian H vanishes. The Hamiltonian H only 
plays an auxiliary role in the construction of the 
canonical variables. We could equally well write down 
some functions of these ten generators which satisfy 
canonical Poisson-bracket relations. In another publi-

cation,IO one of the authors has discussed the con­
struction of n pairs of canonical variables from the 
generalized enveloping algebra of the classical groups 
SU(n + 1) and O(n + 2). 

10 N. Mukunda, J. Math. Phys. 8, 1069 (1967). 
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A simple but complete theory is given of the necessary and sufficient conditions which must be 
satisfied in order that a system of first-order linear ordinary differential equations, whose coefficients 
are functions of the independent variable, be the canonical or Euler-Lagrange equations of a variational 
principle. 

POR an n-dimensional single integral problem in the 
calculus of variations, the Euler-Lagrange equa­

tions consist of a system of n second-order ordinary 
differential equations. These are equivalent to a set 
of 2n first-order equations, the well-known canonical 
(or Hamiltonian) equations. An obvious problem of 
both mathematical and physical interest is posed by 
the converse state of affairs, namely, to find the condi­
tions which must be satisfied in order that a given 
system of differential equations can be regarded as 
the canonical or Euler-Lagrange equations of a 
variational principle. 

In the present note this problem is treated for the 
case when the given system consists of 2n first-order 
linear ordinary differential equations in 2n unknown 
functions whose coefficients are functions solely of the 
single independent variable t. In this case it is indeed 
possible to obtain such conditions explicitly, as will be 
shown below. Two distinct but related approaches 
suggest themselves. Firstly, one can regard the given 
system as being possibly a set of 2n canonical equa­
tions, in which case the required co~ditions emerge 
effortlessly as direct consequences of elementary 
integrability considerations. Secondly, of the 2n 
unknown functions, a set of n functions can be 
eliminated algebraically. This leads to the replacement 
of the given system of equations by a set of n second­
order differential equations, of which one wishes to 
know whether or not they can be regarded as the 

Euler-Lagrange equations of a variational principle. 
This problem, together with its relation to the first, 
is also discussed here. 

The second question had been considered in a recent 
paper by Pease. 1 The approach of the latter, however, 
is based on rather ad hoc methods of an algebraic 
nature (which is quite natural from the point of view 
of the particular problems treated in the article 
concerned), whereas the theory presented here depends 
on a systematic exploitation of integrability conditions. 
Thus, the conditions derived in the present note are 
somewhat more general than those found by Pease, 
which are, in fact, equivalent to those obtained for the 
case of canonical systems. 

It is supposed that the given system of equations 
for the 2n dependent functions xA(t) is of the form2 

dxA/dt == .:P{t) = SAB(t)XB, 

(A, B = 1, ... ,2n), (1) 

where the entries of the 2n X 2n matrix {SAB} defining 

1 M. C. Pease, J. Math. Phys. 6, 1558 (1965). In this paper the 
general significance of the central problem of the present note is 
briefly discussed. 

2 Capital Latin indices A, B, .. " run from I to 2n, lower case 
indices i,j, ... run from I to n. The summation convention is applied 
to both sets of indices. Because of the linearity of the given system 
(1), the theory presented here is not invariant under arbitrary 
transformations of the dependent variables. Thus the position of the 
indices (as sub- or superscripts) is not meant to have any invariant 
significance (in the sense of co- or contravariance). Both types of 
indices are used merely in order to facilitate immediate recognition 
of steps at which the summation convention is operative. 
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the system are assumed to be of class C2 in t. The 
analysis of Eq. (1) according to either of the two 
points of view described above requires that Eq. (1) 
be written as a pair of systems each containing n 
equations. Thus, we have to partition x A into two 
sets Xi, yi, (i, j = 1, ... , n), which implies a partition 
of SAB: 

The Lagrangian L(t, x j
, xj) corresponding to our 

Hamiltonian is defined as usual by 

L(t, xj, xj) = -H(t, xj,i) + ixj, (10) 

in which i is expressed in terms of (t, x
j
, xj). The 

explicit form of L is thus obtained by substituting 
Eqs. (9) and (8) in Eq. (10), which yields 

(2) L = tthiXhXi - thjSjiXhXi 

Initially no natural prescription for this process 
suggests itself, but it will be evident almost immedi­
ately that the order in which Xi, yi are selected from 
x A is of vital importance. For the moment, however, it 
is merely assumed that (2) is defined such that To 
is nonsingular. The system (1) is now written as 

Xi = Soxi + Tijyi, 

pi = Q ijXi + Riii. 

(3) 

(4) 

Beginning with the point of view according to which 
this is identical with a canonical system, 

Xi = oHjoyi, pi = -oHjoxi , (5) 

defined by some Hamiltonian function H(t, x j
, i), 

it is clear that the right-hand sides of Eqs. (3) and (4) 
must be identically equal to oHjoyi and -oHjoxi, 
respectively. Since the coefficients in Eqs. (3) and (4) 
are functions of t only, the relevant integrability 
conditions can be written down immediately, namely,3 

(6) 

(7) 

(which obviously depend on the mode of partitioning 
the matrix SAB). If these conditions are satisfied, the 
identities involving the derivatives of H can be 
integrated immediately to yield the following expres­
sion for the Hamiltonian: 

H = tTiiyii + Soyix
j 

- tQijXiX
j 

- '1jJ(t), (8) 

where '1jJ(t) is an arbitrary function of t. 
Denoting the inverse of the nonsingular matrix 

{Tij} by {tij}, we can express the solution of (3) for 
i in the form 

(9) 

3 These conditions are essentially equivalent to the relations 
stipulated by Pease [Eq. (12), Ref. II, where they are derived in an 
entirely different manner. In this paper the equation corresponding 
to Eq. (4) above is multiplied by iP, where i' = -I and P is a con­
stant nonsingular n X n matrix. This construction does not, 
however, alter the problem in any way since it is merely equivalent 
to a change of notation in respect of the quantities denoted above by 
y', Q'i' and Tij. Thus, a direct comparison of our results with those 
of Pease (Ref. 1) is facilitated by the replacement of iP by the unit 
n X n matrix J. 

+ t(Qhi + tjZSliSjh)XiXh + '1jJ(t). (11) 

Thus: The system (1) represents the canonical 
equations of a problem in the calculus of variations, 
if and only if there is a partition (2) of the matrix 
defining the system for which the integrability con­
ditions (6) and (7) are satisfied. In the latter case the 
corresponding Lagrangian4 is given by Eq. (11). 

We now turn to the alternative approach to our 
problem. As before, we solve Eq. (3) for yh. When 
the solution (9) is substituted in Eq. (4), the following 
differential equation of the second order is obtained: 

(djdt)(Ahixi) + BhiXi + ChiXi = 0, (12) 

in which the coefficients are functions of t, given by 

Ahi = thi , (13) 

Bhi = - (thjSji + Rhjtji), (14) 

Chi = -(djdt)(thjSji) - Qhi + RhjtjlSli· (15) 

We now establish the following: 

Lemma: In order that a system of n second-order 
linear differential equations of the type (12) be 
the Euler-Lagrange equations corresponding to a 
Lagrangian L(t, Xi, Xi), it is necessary and sufficient 
that the following conditions are satisfied: 

Aih = Ahi , (16) 

Bih = -Bhi' (17) 

Bih = (djdt)Bih = Cih - Chi. (18) 

Proof: To prove the necessity, we write the Euler­
Lagrange equations as 

where 

E (L) = ~ (OL) 
h - dt oxh 

Eh(L) = 0, (19) 

oL 
oxh 

• Except for the arbitrary term lJ!(t) and a constant multiplicative 
factor, this Lagrangian is essentially equivalent to that obtained by 
Pease (Ref. 1). The latter paper also allows for the possibility of 
complex x A • However, because of the linearity of the problem (and 
the formally similar structures of the integrability conditions for 
real and complex variables), this possibility is ignored here. Clearly 
only real-valued Lagrangians can be considered. 
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Thus, Eqs. (12) and (19) can coincide solely if 

Ai,,(t) = a2Ljaxiax\ (21) 

from which Eq. (16) follows directly. Integration of 
Eq. (21) yields 

aLjaxh = Ai"Xi + f,,(t, x), (22) 

and furthermore, by virtue of Eq. (16), 

L = !Ai"XiX" + f,,(t, x)x" + rp(t, x), (23) 

where fh' rp are functions of (t, Xi) only. In terms of 
Eq. (23) the relation (20) becomes 

EiL) = .!!. (A"iXi) + (al " _ ali) Xi + (alh _ arp). 
dt ax' ax" at axh 

(24) 

This is identical with the left-hand side of Eq. (12) 
if and only if 

af,Jaxi - a/;jax" = B"i(t), (2S) 

aj"jat - arpjax" = Chi(t)Xi. (26) 

Clearly Eq. (2S) implies Eq. (17), while differentiation 
of Eq. (26) with respect to Xi gives 

a2rpjaxiaxh = a2f"jaxiat - Chi' 

and the requirement that the right-hand side of this 
relation be symmetric in i, h, taken together with 
Eq. (2S), yields Eq. (18). This establishes the necessity 
of Eqs. (16)-(18). Tht: sufficiency of these conditions 
follows from the fact that their validity guarantees the 
existence of solutions f", rp of the system (2S) and (26). 
The form of the required Lagrangian is then given by 
Eq. (23). 

When Eqs. (16)-(18) are applied to the special 
values (13)-(1S), it follows firstly that tij and hence Tij 
are symmetric. Similarly, by reversing the roles of xi, 
l in the above argument, the symmetry of Qij is estab­
lished. Thus the conditions (6) are obtained once more. 
Secondly, Eqs. (17) and (14) give rise to the skew­
symmetry condition 

thj(Sji + Rij) + tij(Sjh + Rhj) = 0, (27) 

while Eqs. (18) and (1S) together with Eq. (27) imply 
that 

(djdt) [thj(Sji + Rij)] = RhjtnSli - RijtnSzh' (28) 

Thus: In order that the given system (12) of second­
order differential equations be a set of Euler­
Lagrange equations corresponding to a Lagrangian 
L(t, Xi, Xi), it is necessary and sufficient that the con­
ditions (6), (27), and (28) should hold, in which case 
L is given by Eq. (23), where in the latter the functions 
fA, rp are any solutions of Eqs. (2S) and (26). 

It is clear that this result describes a state of affairs 
which is considerably more general than the one which 
was encountered in the course of the first approach to 
our problem. 

When Eqs. (6), (27), and (28) are satisfied, suitable 
solutions of Eqs. (2S) and (26) are easily found. For 
instance, with 

f" = -HthjSji + tijRhj)xi + g,,(t), (29) 

in which g" is an arbitrary function of t only, it 
follows from Eq. (27) that Eq. (25) is satisfied [the 
right-hand side of the latter being given by (14)], 
and after substitution of Eq. (29) in Eq. (26), the 
function rp is found by mere quadratures [the relevant 
integrability conditions being guaranteed by Eq. 
(28)]. 

An important special case arises when the skew­
symmetry condition (7) is stipulated. This is stronger 
than Eq. (27), and it is evident almost immediately 
that Eq. (7) implies both (27) and (28). Thus, as was 
to be expected, the conditions (6) and (7) are sufficient 
to guarantee that the system (12) represents a set of 
Euler-Lagrange equations. Under these conditions a 
solution of Eq. (2S) is furnished by 

(30) 

which follows directly by virtue of (7) and (14); and 
when this is substituted in Eq. (26), the relation (IS) 
being taken into account, it is found that 

arpjaxh = t" + (Q"i + Sj"tjZSZi)Xi. 

Since the coefficient of Xi on the right-hand side of 
this equation is symmetric in i and h, the latter can 
be integrated directly, which yields rp uniquely up to 
an arbitrary function VJ(t). When this, together with 
Eq. (30), is substituted in Eq. (23), we obtain the 
following special Lagrangian: 

L*(t, xi, Xi) = L(t, Xi, Xi) + (g"x" + t"x"), (31) 

where L on the right-hand side is given by Eq. (11). 
Since the additional term in Eq. (31) is an exact 
differential, we infer that the special solution (30) 
gives rise to a problem in the calculus of variations 
which is equivalent5 to that furnished by the first 
approach. Also, because of the striking lack of invari­
ance properties of the Lagrangians resulting from this 
analysis, one cannot expect to find many nontrivial 
quantities that are conserved as a result of the given 
system of differential equations.6 

• With regard to the concept of equivalent integrals, reference is 
made to H. Rund, The Hamilton-Jacobi Theory in (he Calculus of 
Variations (D. Van Nostrand Company Ltd., London & New York, 
1966), p. 162. 

6 See Ref. 5, p. 73 et seq. 
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It is appropriate that we should briefly mention 
here an entirely different approach to the problem 
suggested by Schwartz7 in a review of the paper of 
Pease. l This approach depends on the following 
Lagrangian: 

L = qAqA + (SAB + SACSCB)qAqB. (32) 

Assuming for the sake of simplicity that S AB is sym­
metric, we may write the Euler-Lagrange equations 
as 

which is equivalent to 

(dJdt)[qA - SABqB] + SAdqc - SCBqB] = O. (34) 

Obviously these equations are satisfied by solutions of 
the given system (1). But the converse need not hold, as 
is evident from the consideration of any nonvanishing 
solution QA of the system 

(35) 

7 M. J. Schwartz, Math. Rev. 31, 1152 (1966). 

Thus, the Lagrangian (32) is not really directly con­
cerned with the problem discussed in this note. ~ts 
relevance is due, rather, to the fact that its Euler­
Lagrange equations can be obtained by differentiation 
of the given system (1) and the addition of linear 
combinations of the latter as exemplified by Eq. (34). 

In conclusion, it should be remarked that the theory 
presented here represents a particular aspect of what 
is commonly referred to as the "inverse problem of 
the calculus of variations," which does not seem to 
possess a simple general solution.s The special nature 
of the present analysis is, of course, a direct conse­
quence of the linear form of the system (1) on which 
the development as a whole is vitally dependent, and 
which precludes the possibility of a direct general­
ization to nonlinear systems. 
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8 The most far-reaching investigations of the entirely general 
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In this paper we prove some theorems about the n-representability problem for reduced density 
operators. The first theorem (Theorem 6) sharpens a theorem proved by Garrod and Percus. Let !f: be 
the set of all n-representable p-density operators. Then a density operator Dp belongs to !f: (the bar 
indicates the closure with respect to a certain topology) if and only ifTe (DPBP) ~ 0 for all bounded self­
adjoint p-particle operators BP, such that their n-expansion 

(:)r:BP == I BP(i1 ••• i p ) 

il<'" <if' 

is a positive operator in n-particle space. Moreover, it is shown that !f: is the closed convex hull of the 
exposed points of !f: of finite one-rank (Theorem 9). A more practical version of this theorem may be 
formulated in the following manner (cf. Theorem 8). 

Consider the set y. of subspaces of the n-particle space, occurring as an eigenspace to the deepest 
eigenvalue of a bounded n-particle operator which is the n expansion of some p-particle operator. Choose 
from every element of yP one (and only one) vector (function) and form the corresponding reduced 
p-particle operator. !f: is the closed convex hull of all these p-density operators (cf. Theorem 9). For 
p = 1, this theorem reduces to Coleman's theorem about the n representability of the 1 matrix. 

1. INTRODUCTION 

THE purpose of this paper is to discuss the n­
representability problem for reduced density 

matrices. Garrod and Percus1 have proposed a partic­
ular solution of this problem which is appealing due 
to its reliance on a geometrical argument. However, 
they formulate their theorem inside an inappropriate 
mathematical framework so that it is very hard to give 
a proof for it. Indeed, the proof which can be found 
in the paper of Garrod and Percus is not quite com­
plete. In this paper we want to reformulate their 
theorem in such a manner that it becomes possible to 
establish a complete proof. Second, we give a charac­
terization of the (convex) set of all reduced density 
matrices by a certain class of its extreme points. 
Finally, we want to show how the problem in infinite 
dimensions can be reduced to the analogous problem 
in finite dimensions. 

What is the n-representability problem? In quantum 
mechanics one associates with every pure state a one­
dimensional subspace of the Hilbert space L 2( C, ,u) of 
all square summable functions on the configuration 
space C of the system. ,u is a well-defined measure on 
C. For an elementary particle of spin S moving all over 
the physical space R3, C is the Cartesian product of 
R3 with the set w = {-S, -S + 1,"', +S} of 
integer or half-integer numbers: 

8 

of CI for which the spin coordinate has the fixed 
valuej. 

The l1-algebra of subsets on which the measure ,u is 
defined consists of sets of the form 

+8 

A = U AI' 
;=-8 

where A; C R3(j) is Lebesgue measurable 
measure ,u is defined by 

+8 
,ul(A) = I ,uL(A;), 

;=-8 

and the 

where,uL denotes the Lebesgue measure on R3. 
If the system consists of n identical particles of spin 

S moving all over the physical space R3, C is equal to 
the direct sum of n copies of CI : 

Cn = CI (I) + ... + CI(n), 

and the measure ,u = ,un is equal to the n-fold product 
measure of ,ul' 

An element of the Hilbert space L 2(Cn , ,un) is an 
equivalence class with respect to the following equiv­
alence relation: 

1p f"OoJ fP <=> 1p(x) = fP(x),un-(almost everywhere) 

of ,un-square summable complex-valued functions on 
Cn· 

In the case of fermions (bosons) S is a half-integer 
C1 = R3 X W = U R3(j) 

1=-8 

(1.1) (integer) and only the antisymmetric (symmetric) 

wherein R3(j) = {x E C1 ; pr2x = j} denotes the subset 
subspace L~( Cn, ,un) of L 2( Cn, ,un) is physically 
relevant, i.e., all the realizable pure states of the 
system correspond to one-dimensional subspaces 
belonging to L~(Cn' ,u,.). • Post-Doctoral Fellow. 

1 C. Garrod and J. K. Percus, J. Math. Phys. S, 1756 (1964). 
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For example, in the case of fermions L~( Cn , I"n) 
consists of those elements of L 2( Cn, I"n) which have 
the additional property that they are antisymmetric in 
the n configuration points: 

'''(x . .. , x· ) = ±tp(xI •.• xn). (1.2) 
I '1 'n 

Instead of taking the one-dimensional subspaces as 
representatives of the states of the systems, we may 
take as well the corresponding projectors. If we think 
of such a projector as an integral operator, its kernel 
is given by 

P~(x, x') = tp(x}~(x'), (1.3) 

where tp is an element of L 2( Cn , I"n) of norm one 
generating the corresponding one-dimensional sub­
space. 

In the case where p-particle forces (1 < p ~ n) 
are effective between the particles, the symmetric 
operators corresponding to the observables of the 
system are all of the form 

B = ! BP(il ' •• ip ). (1.4) 
il < ... <ip 

It is well known that if one is concerned only with 
computing an expectation value for such a p-particle 
observable, one does not need all the information 
contained in the kernel of the projector p~, but only 
the information contained in the p contraction of it, 
which is defined by 

DP(s; s') = J tp(s, t)ip(s', t) dl"n_p(t) 

== L~(P~)(s; s'), (1.5) 

where sand t stand for s == (Xl' .. Xil); t == (Xil+! ... 
X.,.) (cf. Refs. 2-4). With Coleman2 we call the integral 
operator Dil associated with the kernel (1.5) the 
reduced p-density operator of the system. 

The n-representability problem of the first kind 
consists in the characterization of the set of all positive 
linear operators in p-particle space (1 ~ p ~ n - 1) 
which can be derived from n-particle functions, i.e., 
elements of L~( Cn , I"n) by the construction indicated 
by formula (1.5). 

However, this paper is concerned with the n-repre­
sentability problem of the second kind, where the 
operator pn is replaced by a general density operator 
in the space L~(Cn' I"n), i.e., a linear self-adjoint 
operator Dn with the additional property Tr (Dn) = 1. 
This is the kind of operator which was introduced 
into quantum mechanics by von Neumann5 to describe 

• A. J. Coleman, Rev. Mod. Phys. 35, 668 (1963). 
3 A. J. Coleman, J. Math. Phys. 6, 1425 (1965). 
• T. Ando, Rev. Mod. Phys. 35, 690 (1963). 
• J. von Neumann, Mathematical Foundations of Quantum 

Mechanics (Dover Publications, Inc., New York, 1943). 

a mixed state of a system. The set of all these general 
n-density operators we shall denote by ;)'n. 

Thus, in turning from the n-representability problem 
of the first kind to that of the second kind, we drop 
the property of being idempotent of the n-density 
operator. Equation (1.5) is replaced by (1 ~ P ~ 
n - 1): 

Dil(S; s') = J Dn(st; s't) dl"n_it) 

= L~(D"')(s; s'). (1.6) 

The n-representability problem of the second kind, 
explicitly stated, asks for a characterization of the set 
of all p-density operators which can be derived from 
an n-density operator in the way indicated by (1.6). 
Such a p-density operator we shall call n representable. 
The set of all n-representable p-density operators, i.e., 
the set L~(;)'n) will be denoted by ;)'~. 

The physical meaning of the reduced p-density 
operator lies in the fact that with its help we are able 
to express the expectation value of an observable of 
type (1.4) in the state Dn of the system by 

Moreover, if we are able to give a characterization of 
the set ;)'~ == L~(;)'n), we can determine the lower and 
(in an analogous way) the upper edge of the spectrum 
of Bby 

bmin = (n) inf Tr (Eil DP). (1.8) 
P DPE'Jn

P 

Since the set ;)'n of all n-density operators is convex 
and the contraction L~ defined by Eq. (6) is a linear 
map, the set ;)'~ of all n-representable p-density oper­
ators is also convex. Since, on the other hand, a 
compact convex set is completely determined by its 
extreme points (Krein-Milman theorem), one might 
guess that the specification of the extreme points 
would be sufficient to characterize;)'~. We see that the 
present situation is somewhat more complicated, 
because there is no reasonable topology under which 
;)'~ is compact. 

However, we are able to show that there is a topology 
under which L~ and the functionals of type 

defined on a suitable space in which we shall imbed 
;)'~ , are both continuous, so that from a physical point 
of view we are allowed to replace ;)'~ by its closure 
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~~. For instance, the value of bmin given by Eq. (8) 
will not be affected by this substitution. Moreover, it 

follows that ~~ coincides with the convex closure of 
certain extreme points of ~~, so that it makes sense to 
look for these points. (By the convex closure of a 
subset S of a linear topological space, we mean the 
smallest closed convex set containing S.) 

If the lower edge of the spectrum of D is a discrete 
nondegenerate eigenvalue, the p-contraction of the 
projector onto the corresponding eigenvector is 
certainly an extreme point of ~~. Thus, for example, 
to every n-particle system in which only p-particle 
forces occur and whose ground state is nondegenerate, 
there corresponds such an extreme point. One of the 
main purposes of this paper is to show that in this 
way one can get "sufficiently many" extreme points of 

~~ (cf. Theorems 8 and 9). 
Another result of our paper is that the projection 

cone of ~~ from center 0 (cf. Definition A9) in the 
space of a certain class of integral operators can be 
obtained as the intersection of an infinity of half­
spaces. It is this result which is a precise version of the 
theorem of Garrod and Percus.1 The importance of this 
result is that we are able to approximate a necessary 
and sufficient condition for the n representability by 
an infinity of necessary conditions, which will be of 
great value for constructing a numerical procedure for 
evaluating bmin using formula (8). 

As mentioned at the beginning of the Introduction, 
the final result of our paper consists in the fact that 
we were able to reduce the n-representability problem 
in infinite dimensions in a precise manner to the 
corresponding problem in finite dimensions, where 
the algebraic features of the problem appear in their 
full complexity. 

Finally, we should not forget to mention that in the 
case p = I, the problem has been completely solved 
by Coleman.2 His result may be summarized in the 
following theorem. 

Theorem 1: (a) Dosons: Every I-density operator is 
n representable. 

(b) Fermions: ~!, is the closed convex hull of the set 
of all density operators of the form (lln)P n' where P n 

projects onto an n-dimensional subspace of L~( C1 , PI); 
or equivalently, a I-density operator D1 belongs to 

~~ if and only if its norm II DIll satisfies the inequality 
IID111 ::;;; lin. 

Proof' The proof of assertion (a) is obvious. Let D1 
be any I-density operator and D1(X1; x~) its kernel. 
Then D1 = L!(Dn), where Dn is the n-density operator 

with the kernel 

The first part of assertion (b) is contained in a more 
general theorem (Theorem 9) of this paper. 

2. A PRECISE MATHEMATICAL DESCRIPTION 
OF THE SET OF ALL MIXED STATES OF 

A QUANTUM-MECHANICAL SYSTEM 

The mathematical tools we need throughout the 
paper may be found in Schatten6 and Robertson and 
Robertson.7 

Let H be the (abstract) separable Hilbert space 
associated with a quantum-mechanical system. As we 
have already stated in the Introduction, to every pure 
state of the system there corresponds a projector P 
onto a one-dimensional subspace of H. We denote the 
set of all these projectors by E(H). A mixed state in 
turn is described by an element belonging to "the 
closure" of the convex hull of E(H). At this point the 
question immediately arises: in what topology do we 
take this closure to guarantee that all the operators in 
the resulting set are of finite trace? 

The only way to satisfy this condition is to take the 
closure inside the so-called trace class T(H) of oper­
ators. In order to define this class, let us consider the 
set D(H) of all bounded linear operators in H. 
Equipped with the norm 

IIAII = sup IIAII, A E B(B), (2.1) 
11"'/1=1 

D(B) is a Banach algebra. In D(B) the involution 

A -A*, (2.2) 

which associates to every A its adjoint, is defined and 
is continuous. Let S(H) be the set of all self-adjoint 
bounded linear operators in H, i.e., the set of all 
fixed points inside D(B) with respect to the involution 
(2). S(B) is a real closed subspace of D(B). We denote 
by S+(B) the set of all positive elements of S(H), i.e., 
the set 

S+(H) = {A E S; (x, Ax) ~ 0 V X E B}. 

S+(H) is a closed convex cone (cf. Definition A 7) in 
S(B) , i.e., a closed subset with the additional prop-
erties 

A,DES+=?A + DEs+, 

A E S+, ex ~ 0 =? exA E S+. 

(2.3a) 

(2.3b) 

6 R. Schatten, Norm Ideals of Completely Continuous Operators 
(Springer-Verlag, Berlin, 1960). 

7 A. P. Robertson and W. J. Robertson, "Topological Vector 
Spaces," Cambridge Tracts in Mathematics and Mathematical 
Physics, No. 53 (Cambridge Univerllity Press, Cambridge, England, 
1964). 
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We may consider S+(H) as tne positivity domain of a 
partial order with respect to which S(H) forms a 
partially ordered vector space. 

For every element A E S+(H) there is one and only 
one element B E S+(H) such that B2 = A. B is called 
the square root of A and is denoted by B = A!. The 
map A -)0 A! is a continuous map of S+(H) onto itself. 
We define an additive positive homogeneous func­
tional on S+(H) with values on the extended real axis, 
called the trace. 

Definition: The trace of A E S+(H) is a nonnegative 
number defined by 

00 

Tr (A) = ! (u i I Aui ), (2.4) 
i=1 

where {ui } is any complete orthonormal system 
(CONS) in H. 

The following sequence of equations shows that 
the trace is independent of the choice of the CONS 
{ui } : 

Here we have used the fact that the limit of a positive 
double series does not depend on the order of sum­
mation (cf. Ref. 8). Using the trace functional Tr, 
we are able to define two convex functionals on B(H) 
with values on the extended real axis by 

IA I = Tr «A * A)!), (2.5) 

IAI = {Tr (A * A)}!. 

It is easy to see that, for all A E B(H), 

IIAII ~ IAI ~ IAI. 

(2.6) 

(2.7) 

The convexity of the functionals (5) and (6) implies 
that the classes of operators defined by 

T(H) = {A E B(H); IAI < oo} (trace class), (2.8) 

Je(H) = {A E B(H); IAI < oo} 

(Hilbert-Schmidt class) (2.9) 

are subspaces of B(H). It is an immediate consequence 
of (2.7) that T(H) c Je(H). It is even possible to 
show that T(H) and Je(H) are two-sided ideals in 
B(H), which are stable under the (*)-involution (2), 
and that every element of T(H) can be represented as 
a product of two elements belonging to Je(H) (cf. 

8 H. Meschkowski. "Unendliche Reihen." Hochschultaschenbuch 
Vol. 35. Bibliographisches Institut. Mannheim. 1961. 

Ref. 6). I I defines a norm in T(H), as well as I I does 
in Je(H). Under these norms the sets form normed 
*-algebras. The question arises: Is each of the spaces 
T(H) and Je(H) under its respective norm complete? 
The answer is in both cases affirmative (cf. Ref. 6). 

Let A be an arbitrary element of B(H). Then we 
denote by RA the closure of its range and by NA its 
null space. The dimension of RA is called the rank of 
A. By F(H) we denote the set of all elements of B(H) 
of finite rank. It is easy to verify that F(H) is a two­
sided ideal, stable under the (*)-involution inside B(H). 
Its closure with respect to the uniform topology 
defined by the norm (2.1) coincides with the set C(H) 
of all completely continuous linear operators in H. 
Since B(H) is complete, C(H) is isomorphic to the 
completion of F(H) equipped with the uniform norm 

C(H) ~ Compl (F(H), II II). (2.10) 

The functionals defined in Eqs. (2.5) and (2.6) 
restricted to F(H) define on F(H) a norm. It can be 
shown (cf. Ref. 6) that 

T(H) ~ Compl (F(H), I I), (2.11) 

Je(H) "-' Compl (F(H), I I). (2.12) 

It is not difficult to show that, for every A E T(H) 
and any CONS in H, the sequence I(ui I Aui)1 is 
summable and the sum of the (u i I Aui)'s is inde­
pendent of the choice of the CONS. We call it the 
trace of A and denote it by 

Tr (A) = ! (ui I Aui), A E T(H). (2.13) 

The following lemma summarizes some properties 
of the trace.6 

Lemma 1: 

(i) Tr (A*) = Tr (A); A E T(H). 
(ii) Tr (cA) = c Tr (A); c = c. number; A E T(H). 

(iii) Tr (A + B) = Tr (A) + Tr (B); A, BE T(H). 
(iv) Tr (AB) = Tr (BA); A E T(H), BE B(H). 
(v) Tr (AB) ~ IAI IIBII; A E T(H), BE B(H). 

Inside T(H) the self-adjoint elements constitute a 
closed real subspace ST(H). The key for our argu­
mentation in the sequel is: 

Lemma 2: S(H) and ST(H) form a dual pair 
[compare: DefinitionAl of Appendix 1 (from Robert­
son and Robertson, Ref. 7, p. 31)] of real linear spaces 
with respect to the bilinear form Tr (AX). 

Proof: That Tr (XA) is a real bilinear form is a 
consequence of Lemma 1. For verifying the statements 
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D2' and D2" of Definition AI, one observes that the 
projectors onto one-dimensional subspaces belong to 
ST(H) c S(H) and that a self-adjoint operator A, 
for which (x, Ax) = 0 for all x E H, is the zero 
operator. Q.E.D. 

According to Schatten6 (p. 47, Theorem 2) the trace 
norm on ST(H) defines a topology which is compat­
ible with the dual pair (S(H), ST(H», i.e., under 
which S(H) is the dual space of ST(H) (cf. Appendix, 
Definition A2). Moreover, the uniform norm in 
S(H) coincides with the norm induced by the trace 
norm in the dual space S(H) of ST(H): 

sup Tr (AX) = IIAII, A E S(H); X E ST(H). 
IXH (2.14) 

The weakest topology on ST(H) with this property is 
the weak topology generated by the following base 
atO: 

U(O; Xl,"', Xn; E) = {YE ST(H); ITr (XiY)1 < E, 

Xi E S(H), i = I, ... ,n}. (2.15) 

What topologies on S(H) are compatible with the 
dual pair? It can be shown that the strongest (or 
ultrastrong) topology on S(H) has the property we 
are asking for. We do not make use of this fact. The 
weakest topology on S(H) compatible with the dual 
system is generated by the following base at 0: 

U(O; Yl , ... , Yn ; E) = {X E S(H); ITr (X Yi ) I 

< E, Yi E ST(H), i = 1, ... ,n}. (2.16) 

We refer to it as the weak topology on S(H). (Some 
authors would call it the weak*-topology.) It is 
perhaps appropriate to remark that the weak topology 
is also weaker than the uniform topology. This is a 
consequence of the fact that the strongest topology 
is weaker than the uniform topology. 

If we speak in the sequel of the convex closure of an 
arbitrary set or the closure of a convex set contained 
in one of the members of our dual system (S(H), 
ST(H) , then we understand this operation always 
with respect to any topology compatible with the dual 
pair (cf. Theorem AI). The closure will be simply 
denoted by a bar, while for the convex closure the 
symbol conv will be used. 

Let us now fix our attention to the sets of positive 
operators belonging to S(H) and ST(H). We denote 
them by 

J(,(H) == S+(H), J(,T(H) == S~(H). 
Theorem 2 describes some of the features of their 

geometrical structure. 

Theorem 2: (i) The sets J(,(H) and J(,T(H) of positive 
elements in S(H) and ST(H) are the polar cones of 
each other (cf. Definition All) and therefore weakly 
closed. 

(ii) A subset of J(,(H) is exposed (cf. Definition A 13) 
if and only if it is of the form J(,(V) = {XEJ(,(H); 
Rx s; V}, where V cHis a closed subspace. The 
exposed rays are therefore of the form {pP; p ~ O}, 
where P denotes a one-dimensional projector. The 
statement remains valid after replacing J(,(H) by 
J(,T(H). 

(iii) J(,(H) is the convex closure of its exposed rays 
and every extreme ray is exposed. This statement is 
also true for J(,T(H). 

(iv) Neither J(,(H) nor J(,T(H) is weakly locally 
compact. 

(v) J(,T(H) does not contain a core point and is 
therefore nowhere dense in ST(H) (cf. Definition AS). 

Proof' (i) Let E(H) c J(,T(H) denote the set of all 
one-dimensional projectors in H. If we denote the 
operation of forming the polar cone by""", we may 
describe J(,(H) by J(,(H) = E(H). But since E(H) c 
J(,T(H), it follows that itT(H) c J(,(H). On the other 
hand, let A E J(,(H), let B be any element of J(,T(H), 
and let 

00 

B = L Ai(B)Pi 
i=l 

be its spectral decomposition. From 

2~ IB - i~l Ai(B)Pi\ = 2~ i=~+1Ai(B) = 0 

and the continuity of the functional Tr (AX), it 
follows that 

m 

Tr (AB) = lim L Ai(B) Tr (APi) ~ O. 
m~oo i=l 

Hence A E :itT(H) and J(,(H) = :itT(H). 
Now we consider E(H) as a subset of J(,(H). Then 

J(,T(H) = E(H). Therefore J(,T(H) is closed and we 
have, according to the bipolar theorem (Theorem 
A6), 

(ii) Let A E ;K,(H) = J(,T(H) and let NA be the null 
space of A. Then we assert that {A}-L n J(,(H) = 
J(,(NA). The assertion is an immediate consequence of 
the following lemma: 

Lemma 3: Two positive operators A, B, one of them 
being of trace class, are orthogonal to each other, i.e., 
Tr (AB) = 0 if and only if RB c NA • 
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Proof' We prove the case where A E J{,T(H). For 
the proof in the case A E J{,(H) we have merely to 
interchange the role of B and A in the subsequent 
arguments. Let {e i } be a CONS of eigenvectors of A. 
Then let 

Tr (AB) = ! Ai(A)(ei I Bei) = O. 

Since A;(A) and (ei I Bei ) are nonnegative numbers, it 
follows that (e; I Bei) = 0 for all i for which Ai(A) :;6 O. 
Thus Bei = 0 for all ei ERA and therefore NB ::::> RA, 
or equivalently, RB C N.tJ.. On the other hand, if 
RB c N.tJ., then obviously Tr (AB) = O. Q.E.D. 

Now let V c H be a closed subspace. Then it is not 
difficult to see that there is an operator A E J{,T(H) 
such that N.tJ. = V. The representation 

J{,(V) = {A}.L n J{,(H) 

shows that J{,(V) is an exposed subset of J{,(H). The 
corresponding proof for J{,T(H) is completely anal­
ogous. 

(iii) As exposed sets, the rays J{,(Rp) = {pP; p ~ 0, 
P = one-dimensional projector} are certainly extreme. 
We show that they are the only extreme rays. For this 
purpose let A be an element of J{,(H) with IIAII = 1, 
whose range is more than one-dimensional. Let {PA} 
be the spectral resolution of the identity defined by 
A, so that PA = 0 for 1.<0 and PI = I (Identity). 
We distinguish two cases. 

(a) The open interval (0, 1) contains a point 1.0 of 
the spectrum of A. Then the projectors 

E2 = P AO - Po, 

El = I - Po - E2 = 1- PAO' 

are both different from 0; they are orthogonal and 
their sum is the projector onto R.tJ.. Thus, if we intro­
duce Al = ElAEl and A2 = E2AE2, we have 

AI' A2 E J{,(H), AI, A2 :;6 0 

and A = Al + A 2 , an equation which shows that the 
ray generated by A is not extreme in J{,(H). An 
identical proof holds for the J{,T(H) case. 

(b) The interval (0, 1) contains no point of the 
spectrum of A. Then A is a projector onto a closed 
subspace V c H of a dimension higher than one. 
Let P be a projector onto a one-dimensional subspace 
of V. Then both P and A - P belong to J{,(H)(J{,T(H», 
are different from zero, and their sum is equal to A: 
A = P + (A - P). This again shows that the ray 
generated by A is not extreme. The assertion that the 
cones J{,(H) and J{,T(H) are the convex closures of 
their extreme rays is intimately connected with 

assertion (i). Denote again by E(H) the set of all 
one-dimensional projectors in H. The closed convex 
cone generated by E(H) coincides, according to the 
bipolar theorem (cf. Theorem A6), with J{,(H) inside 
S(H) and with J{,T(H) inside ST(H): 

E(H) c S(H): E(H) = :itT(H) = J{,(H), 

E(H) c ST(H): E(H) = :itCH) = J{,T(H). 

This completes the proof of assertion (iii). 

(iv) That J{,(H) is not weakly locally compact can 
be shown in the following way. Consider A E J{,T(H) 
such that R.tJ. = H, and let 

00 

A = ! aiPi 0 < ... ai+l ::;; ai ... ::;; a l 
i=l 

be its spectral decomposition. Let {bi} be a sequence of 
positive numbers converging monotonically towards 
zero, such that the series !i~l bi is converging, but at 
a slower rate than the series !:=l a;, i.e., 

Put 

and 

lim(ak/bk) = O. 
k .... oo 

00 

B == ! biPi E J{,T(H) 
i=l 

() = 2 sup (ak/bk). 
k 

We consider the following sequence of operators: 

Ck == (E/bk()Pk EJ{,(H) n U(O; A; E), E > 0, 

where the weak neighborhood U(O; A; E) of 0 is 
defined by Eq. (16). Assume that {Ck } contains a 
certain subsequence (again denoted by {Ck }) con­
verging weakly to an element C E J{,(H). Then 

Tr (CA) = lim Tr (CkA) = 2 lim ak = O. 
k .... 00 () k-+ 00 bk 

Since R.tJ. = H, Lemma 3 implies C = O. Therefore we 
get 

0= Tr (CB) = lim (CkB) = E/(), 

i.e., a contradiction: J{,(H) n U(O; A; E) is not 
compact. To complete the proof we have to show 
that the neighborhoods 

J{,(H) n U(O; A; E), A E J{,T(H), R.tJ. = H 

form a basis of neighborhoods of the point 0 for the 
relative topology of J{,(H). Let first A E J{,T(H) and 
RA :;6 H. Choose BE J{,T(H) such that RB = NA . 
Then 

U(O; A + B; E) n J{,(H) c U(O; A; E) n J{,(H), 
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with A + BE JtT(H) and RA+B = H. Finally, let 
U(O;AI,···,An;~-)' AkEST(H) be an arbitrary 
neighborhood of 0 of type (16) and let 

Ak = At - Ai; 

be a representation of Ak as a difference of two elements 
belonging to JtT(H). Then 

U(O;ktl(At + Ai;);e) nJt(H) 

c U(O; AI' ... ,An; e) n Jt(H). 

This completes the proof of the first part of (iv). 
In order to see that JtT(H) also is not locally com­

pact, choose A E JtT(H) with RA = H and let 

be its spectral decomposition. Furthermore, let 
B E (JtH), B -:;!:- 0, and define 

P~ = (e/2 IIBII)Pk , e > o. 
Then P~ E U(O; B; e) n JtT(H) where U(O; B; e) is 
now defined by Eq. (15). Assume {P~} contains a 
convergent subsequence again denoted by {P~} and 
let P be its limit point. Then 

Tr (AP) = lim Tr (AP~) = O. 
k-+oo 

Now Lemma 3 implies: P = O. But from the weak 
continuity of the trace we deduce 

0= Tr (P) = lim Tr (P~) = e/2 IIBII, 
k-+ 00 

i.e. ,a contradiction. The remaining arguments are 
completely analogous to the ones occurring in the 
first part of the proof. 

(v) Assume that A is a core point of JtT(H). Then 
A certainly is not a supporting point and therefore 
RA = H. Let A = ! AiPi be the spectral representation 
of A and {fli} a sequence of nonnegative numbers 
converging to zero, such that the series L~I fli is 
convergent, but at a slower rate than the series 

00 

!Ak • 
k=1 

This means that 
lim (Aklflk) = O. 
k-+ 00 

We define now an operator BE ST(H) by B = 
- L fliPi .Then A + eB if: JtT(H) for all e > O. For 
assume e > 0 and A + eB E JtT(H). It follows that 

Aklflk ~ e for all k and therefore 

lim (Aklflk) ~ e > 0, 
k-+ 00 

in contradiction to the construction of the sequence 
{flk}. Q.E.D. 

Remarks: The map V -+ JtT(V) is an order iso­
morphism from the lattice f:.(H) of all closed subspaces 
of H onto the set of all exposed sets C(JtT) of JtT(H). 
The space [0] is mapped onto the exposed set {O}, 
consisting of the vertex of J(,T(H). The one-dimen­
sional subspaces of H are mapped onto the set of all 
extreme rays of JtT(H). They are the minimal elements 
of the partially ordered set C(JtT) - {O}. 

Theorem 2 enables us to give a geometrical descrip­
tion of the set of all mixed states of a quantum­
mechanical system. We define this set by 

'J'(H) = {X E JtT(H); Tr (X) = I}, 

i.e., as the intersection of J(,T(H) with the closed 
linear manifold Tr (X) = 1. 

Theorem 2': The set 'J'(H) of all mixed states of a 
quantum-mechanical system with the (separable) 
Hilbert space H as its space of states is a closed 
convex set in the space ST(H) of all self-adjoint trace 
operators in H with the following properties: 

(i) 'J'(H) is a subset of the closed linear manifold 

In fact, 
{X E ST(H); Tr (X) = I}. 

'J'(H) = {X E JtT(H); Tr (X) = I}. 

(ii) The exposed points (cf. Definition A13) corre­
spond to the pure states of the system. 'J'(H) coincides 
with the convex closure of its exposed points. Every 
extreme point is exposed. 

(iii) The supporting points (cf. Definition A13) of 
'J'(H) are either states which are a mixture of an 
incomplete set of pure states or are pure states. The 
exposed sets of 'J'(H) coincide with the sets 'J'(V) of all 
mixtures of pure states belonging to a fixed closed 
subspace V (which may be one-dimensional) of H. 
Formally, 

'J'(V) = {X E 'J'(H); RA S V}. 

(iv) The projection cone (cf. Definition A9) JtT(H) 
of 'J'(H) from the center zero is the polar cone of the 
cone of all bounded positive observables. 

(v) The set 'J'(H) is nowhere dense in ST(H). 
Furthermore, it is not locally compact. (For special 
notions about convex sets, see Appendix.) 
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We conclude this section by proving a lemma about TIn the symmetric group of the n particles. Then 
the connection between the set E(H) of the one-

s E TI ~ Gnt = "ti
8(1)" ·i.(n)e. ® •.. ® e. t E Hn 

dimensional projectors and the unitsphere in H. n. -""' '1 'n' 

Lemma 4: Let x E H, Ilxll = 1 and Pa: the projector 
onto the one-dimensional subspace spanned by x. 
Then the map x ~ Pa: is a continuous map of the 
unitsphere in H onto E(H). 

Proof" Let x, y E H, Ilxll = Ilyll = 1. Then Pa: - Py 

is a self-adjoint operator the range of which is spanned 
by x and y. We have 

(Pa: - PII)x = x - (y I x) . y, 

(P., - PlI)y = (x Iy)' x - y, 

so that the nonzero eigenvalues of Pa: - PlI coincide 
with the eigenvalues of the matrix 

( 
1 -(y I x»). 

(xly) -1 

But these eigenvalues are easily calculated: 

f-ll.2 = ± [1 - I(x I Y)12]t. 
Thus, 

IP", - PlI I2 = (1#11 + 1f-l21)2 = 4(1 - I(x I Y)12). 

Now from - (x I y) = (x I x - y) - 1, it follows that 

1 - I(x I y)12 = 2 Re (x I x - y) - I(x I x - y)12 

:::;; 21(x I x - y)1 :::;; 211x - yll· 
Hence we have 

an inequality which expresses the asserted continuity. 
Q.E.D. 

3. n-REPRESENTABILITY PROBLEM 
AND ITS DUAL PROBLEM 

If HI is the Hilbert space associated in nonrela­
tivistic quantum mechanics with an elementary 
particle, then the Hilbert space associated with n 
particles is given by the completion of the n-fold 
tensor product, which we shall denote by Hn: 

n 

H n = (8) H\i). (3.1) 
i=1 

If {ei } is a CONS in HI, the same is true for the 
n-vectors 

(3.2) 

in r~lation to Hn. We shall refer to the set (3.2) as the 
product base in Hn associated with {eJ. We denote by 

(3.3) 
defines a representation of TIn in Hn. 

If we deal with n indistinguishable particles, then 
it is only a certain subspace H'IA of Hn, invariant 
under the representation (3.3) of TIn' which is physi­
cally relevant. We denote the projector corresponding 
to this subspace by An. An can be expressed as 

(3.4) 

where IX. = 1 for bosons; IX. = (_1)<7(8) for fermions 
[O'(s) = signature of s]. Let i be the map of S(HnA) 
into S(H)n defined by 

i(Bn) = AnBn An Bn E S(HnA). 

Then i is an injection. The image i(S(HnA» c S(Hn) 
we denote by Sn. Similarly, we introduce the shorthand 
notation ST for i(ST(HnA», J(,n for i(J(,(HnA», and 
so on. 

The fundamental dual pair of real linear spaces 
associated with a system of n indistinguishable parti­
cles is given by (sn, ST)' The set of observables of 
such a system can be identified with Sn whereas the 
set of states coincides with 

frn == {D EST; D ~ 0, Tr (D) = I}. (3.5) 

The set of pure states of the system is represented by 
the set of all exposed points of frn and will be denoted 
by 

en = {P E frn; p2 = Pl. (3.6) 

In the sequel, W denotes always a closed subspace of 
HI. Let A!r be the projector of Hn onto the intersection 

n 

wnA = (8) Wei) n HnA. 
i=I 

Furthermore, let us denote by sn [W] the closed 
subspace of sn, defined by 

sn[w] = {D E sn; A:; DA:; = D} (3.7) 
and 

Proposition 1: Let WI c W2 C ••• C HI be an 
increasing sequence of finite-dimensional subspaces of 
HI with the property that 

U W -HI i- . 
i 

Then 

(3.9) 

and 

(3.10) 
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where the bar in Eqs. (9) and (10) indicates the 
closure in any topology compatible with the dual 
pair (sn, sr;,). 

Proof It is sufficient to show that 

(3.11) 

Then t = limlc--> co t k' Since II t II = 1, only a finite 
number of the tk'S can be zero. We denote the sub­
sequence consisting of all nonzero tk'S again with 
{tk }. From 

11
11

::

11 

- til s (1 - IItkll + IItk - tl!)' Illkll-
1

, 

Assume this to be true. Then from Theorem 2 we it follows that 
know that 

lim (tkllltkll) = t. (3.13) 

Since the inverse inclusion is obvious, we have 

which proves (3.9). Now let e E Sn. Then there exist 
elements A, BE (j'n and nonnegative numbers oc, {3 
such that e = ocA - {3B; oc + (3 > O. 

Because of (3.9), for every e > 0 there exist a 
natural number N( e) and elements A I, B' E (j'n [Wi] 
for all i ~ N(e), such that 

IA - A'I < e/(oc + (3), IB - B'I < e/(oc + (3). 

But e' == ocA' - (3B' E sn[Wi] for all i ~ N(e) and 

Ie - e'l = locA - {3B - (ocA' - (3B') I 
sociA - A'I + {3IB - B'I < e. 

Thus 

and, since the closure of a convex set does not depend 
on the topology if only it is compatible with the dual 
pair, the validity of Eq. (3.10) is established. 

It remains to prove the inclusion (3.11). With the 
assumption of the proposition, the one-particle space 
HI can be represented as 

co 

HI = 8J (Jii+l 8 Jii). (3.12) 
i=1 

Choose in HI a CONS {e i } adapted to the decomposi­
tion (3.12) and assume that {e1 , ••• , ed.} is complete 
in Wk' Then {ei @ ••• @ ei } is a CONS in Hn. It is 

1 n 

also not difficult to convince oneself that the set 

(il S i2 S ... S in for bosons, il < i2 < ... < in 
for fermions) is orthogonal and complete in the 
physically relevant subspace H'''. 

Now let Pt E En be a one-dimensional projector and 
t a vector belonging to corresponding subspace such 
that II t II = 1. Define 

k .... co 

If we denote by Pt. the one-dimensional projector 
corresponding to the subspace generated by tk , it 
follows from (3.13) by applying Lemma 4, that 

lim /Ptk - Ptl = O. 
k .... co 

But obviously Ptk E (j'n[Wk]' Therefore 

Pt E U (j'n[wk]. 
k 

Q.E.D. 

In the following theorem we define the contraction 
operator L~ as a mapping from Sr;, into S~. If we 
represent D E ST as an integral operator (as it is done 
in the Schrodinger representation of quantum me­
chanics), then the action of L~ will correspond to the 
integration over the last (n - p) configuration points. 

Theorem 3: Let Dn E ST and let p be a natural 
number 0 < p < n. Let {ei } be a CONS in H'P adapted 
to the decomposition 

H'P = HPA E8 (HPA).l.. 

Moreover, let P~ be the following bounded operator, 
in H'P: 

u EH'P, P~u = (e j I u)ek • 

Then the operator D'P defined on {ei } by 

co 

D'Pei = LTr ([P~ @ r-'P]Dn)ek 
k=1 

can be extended to a linear bounded operator D'P 
belonging to S~. The mapping Dn -+ D'P is independ­
ent of the special choice of the CONS occurring in 
its definition. 

Proof First of all it follows from (P~)* = Pt, 
using Lemma 1 (i) and (iv), that the matrix 
Tr ([Pk @ 1n-'P]Dn) is Hermitian: 

Tr ([Pi @ r-'P]Dn) = Tr ([P~ @ r-'P]* Dn) 

= Tr ([P~ @ r-'P]Dn). 

Let C1 ,"', c'P be any finite sequence of complex 
numbers, such that Lr=1 Ici l2 = 1, andletx = LI=1 ciei • 

Then the projectors onto the subspace spanned by x 
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can be written as 
r 

POl = I CkCjP~, 
k,j 

Therefore, we have for any finite sequence {ci} 

I Tr ([P~ @ In-p]Dn)cA 

k,j =Tr([POl@r-P]Dn)~IDnl. 

But this is exactly the condition that DP can be ex­
tended to an everywhere-defined bounded and self­
adjoint operator in HP, (cf. Ref. 9, p. 54) which we 
still denote by DP. The mapping Dn __ DP is obviously 
linear. Let us prove that DP is positive whenever 
Dn E JCT. For this purpose let x E HP be arbitrary 
and x = I:1 ciei , its Fourier decomposition with 
respect to the CONS {e i }. Then 

00 

POl = IcAP~. 
k,j 

It is not hard to show that the right side converges in 
the operator norm. Now Lemma 1 (v) implies 

(x I DPx) = I Tr ([P~ @ r-
p
] Dn)ckCj 

k,j 
= Tr ([POl @ r-p]Dn) ~ O. 

Therefore DP ~ 0, and it makes sense to calculate 
IDPI: 

00 

IDPI = Tr (DP) = ITr ([P: @ r-p]Dn) 
j~1 

00 

= I I (ei @ Uk I Dn(P:ei ) @ Uk) 
;=1 i,k 

= I (e j @ Uk I Dn(e j @ Uk» = Tr (Dn) = IDnl· 
j,k (3.14) 

Here {Uk} denotes any CONS in Hn-p
• It is clear that 

{ei @ Uk} then represents a CONS in Hn. 
Hence, if Dn E J\,T' DP is also of tr{lce class. If Dn is 

an arbitrary element of Sp, we can write it as Dn = 
Dn+ - Dn- with Dn+, Dn- E J\,p. Since Dn -- DP is 
linear, it follows that DP = DP+ - DP- is also of 
trace class. 

We show that DP is zero on the orthogonal com­
plement of HPA. It is sufficient to show that 

Tr ([P; @ r-p]Dn) = ° 
as soon as ei f/= HPA or ek f/= HPA. For this purpose let 
us choose t E HM. Since HnA c HPA @ H(n-p)A, t can 
be written as 

00 

t= I'(ej@v j), 
j~1 

• N. Akhieser and I. M. Glazman, Linear Operators in Hilbert 
Space (Frederick Ungar Publishing Company, New York, 1961), 
Vol. I, p. 54. 

where the sum I' extends over those members of the 
CONS {ej} which belong to HPA. It follows that 

(A p @ r-p)(Pk @ In-P)t = ei @ Vk, if ei , ek E HP", 

= 0, otherwise. 
Therefore we have 

An[Pk @ r-p]An = An(Ap @ In-p)(Pk @ In-p)A'n = ° 
as soon as ei f/= HPA or ek f/= HPA. Hence we get in this 
latter case 

Tr ([Pk @ r-p]Dn) = Tr ([Pt G) In-PlAnDnAn) 

= Tr (An[Pk @ In-p]AnDn) = 0. 

Thus we have indeed DP ESP. 

Finally, let us show that the definition of DP is 
independent of the choice of the CONS {eJ in HP. 
For this purpose let us introduce the group of unitary 
automorphisms UP of HP (p = 1, ... ,n). Now let 
U E UP and 

Hence, 

00 

fk = uek = 2:, ukej' 
j~l 

If we introduce the operator 

x E H P
, Q~x = (fj I X)fk' 

we can easily deduce that 

Pj_~ i-iQk 
i-£.., UZUk Z, 

Z,k 

where the right side converges in the operator norm. 
Now let DP be the operator in HP defined by the 
linear continuous extension of 

DPfz = iTr ([Qi @ r-p]Dn)fk' 
k~l 

Then 
00 

DPei = I u;DPfz 
1~1 

= I u;Tr ([Qi @ In-p]Dn)fk 
l.k 

= I U;Uk Tr ([Qi @ r-
p
] Dn)e j 

l,k,) 

00 

= ITr ([P} @ In-p]Dn)e j • 

j~l 

= DPei 

Hence DP = DP. Q,E.D. 

Definition 1,' The mapping Dn -- DP from Sp into 
S~ defined in Theorem 3 is called the (n, p)-contraction 
operator. We denote it by L~. Thus DP = L~(Dn). 
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Theorem 4: The mapping r~: SP ~ sn, defined by 

r~(BP) = AnCB'P @ r-p)An, 

is the adjoint mapping of L~, i.e., 

Tr (L~(Dn)BP) = Tr (Dnr~(B'P» Dn E Sp, B'P E S'P. 

Proof 

Lemma 5: L~ is a bounded map (in the trace norm). 

Proof' Let Dn = Dn+ - Dn- be the canonical 
representation of Dn as a difference of two elements of 
J(,p (i.e., R

Dn
+ ..l R

Dn
-). Then 

IL~(Dn)1 = IL~(Dn+) - L~(Dn-)1 

~ IL~(Dn+)1 + IL~(Dn-)1 
= IDn+1 + IDn-1 

= IDnl· 

Here we made use of Eq. (3.14). 
Now assume that Dn E sn[w] (W = finite-dimen­

sional subspace of HI). Then L~(Dn) E SP[W]. Choose 
in HPA a CONS {ei } such that the first n members 
form a basis in 

Then 

P 

WPA = ® Wei) n HPA • 

i=1 

Bw = A:;B'PA:; = L (ei I B'Pek)Pk· 
i,k 

It follows that 

Tr (L~(Dn)B'P) = Tr (L~(Dn)Bw) 
m 

= L Tr ([P~ @ /n-'P]Dn)(ei I B'Pek) 
i,k 

= Tr ([Bw @ r-p]Dn) 

= Tr ([B'P @ r-p]Dn) 

= Tr (An[BP @ r-p]AnDn) 

= Tr (r~(B'P)Dn). 

The same equation can be established for arbitrary 
Dn E sn using Proposition 1, the continuity of L~ 
(Lemma 5), and the continuity of the trace. 

Definition 2: The adjoint mapping r; of the (n, p)­
contraction operator is called the (p, n)-expansion 
operator. 

Theorem 5: The mappings L~ and r; have the 
following properties: 

(i) They are linear and order preserving (i.e., they 
make correspond to a positive element again a positive 
element). 

(ii) L~ is bounded with respect to the trace norm I I 
and r; is bounded with respect to the operator norm 

II II· 
(iii) They are weakly continuous. 
(iv) L~(Sp) is dense in S} and r; is injective. 
(v) L~ and r; are operator homomorphisms with 

respect to the group UI of unitary automorphisms of 
HI. 

(vi) Define L~ == Tr and let p, pi be two natural 
numbers satisfying 0 ~ p < p' < n'. Then 

L~ = L~, 0 L:'; r; = r;, 0 r~'. 

Proof' (i) As far as it is not obvious, it has already 
been proved. 

(ii) One-half of this statement is contained in Lemma 
5. The other half follows from 

IIr~BPil = IIAn(BP @ r-p)Anil ~ IIW@r-Pil = IIBPII. 

(iii) This statement is an immediate consequence of 
Theorem A4. 

(iv) To prove that L~(S'P) is dense in S'P, we show 
that the restriction of L~ to sn[w] is a mapping onto 
S'P[W] for every finite-dimensional subspace We HI 
whose dimension is not smaller than 2n - 1. The 
rest is a consequence of Proposition 1. 

Assume that L~(sn) is dense in S'P and let BP ¥= 0 
be an element of the null space of r;. Thus for every 
DnESp 

Tr (B'PL~(Dn» = Tr (r~(B'P)Dn) = O. 

It follows that the image L~(Sp) is a subset of the 
closed hyperplane {B'P}l. of S}, a consequence which 
contradicts the assumption of L~(Sp) being dense in 
S}. Therefore r~ is injective. 

It remains to show that the restriction of L~ to 
sn[w] is a mapping onto SP[W] for all finite-dimen­
sional subspaces W c H whose dimension exceeds a 
certain fixed number. If we denote the restriction of 

L~ to sn[w] by i~ and by r~ its adjoint mapping 
defined on SP[W] by r~(B'P) = A;;(BP @/n-'P)A;;, 
then the following lemma holds: 

Lemma 6: Let In denote the identity operator in 
sn[w]. Then 

(n + 1)2L~+1r:+1 = (r ± 2n)J n + I\:,_J~_I 
(+ for bosons; - for fermions). (3.15) 

Proof: In order to simplify the notation we drop in 
this proof the symbol 0 on the top of the letters 

i~+!, r~+1, and we write An instead of A;; . According 
to a formula due to Sasaki,2 we have 

An+! = (n + 1)-I(An ± nA(n, n + I)An). 
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Substituting this expression into the formula of 
definition for r:+l, we get Dn E sn[W] 

r:+l(Dn) = (n + 1)-2 

X (AiDn @ I)An ± nAn(Dn @ I)An) 

X (n + 1, n)An ± nAn(n + 1, n) 

X An(Dn ® I)An + n2Ain, n + 1) 

X An(Dn ® I)An(n, n + l)An. 

If we apply on both sides of this equality the operator 
L:+1' we obtain 

(n + 1)2L~+lr:+1(Dn) 
= rDn ± 2nDn + n2r:_lL:-l(Dn). Q.E.D. 

Lemma 7: For dim W ~ 2n - 1, the mappings 
LPrn (p = 0 1 ... n - 1) are bijective 

n 11 '" 'J' 

Proof' For p = n - 1 the assertion follows from a 
reformulation of Eq. (3.15): 

n2 L:-lr~_1 = (r ± (2n - 2»Jn
-
1 + (n - l)r~=iL:=~ . 

Since rn- 1Ln-2 is positive semidefinite on sn-l[W] 
n-2 n-l ' 

the right side of this equation is obviously positive 
definite and therefore bijective, as soon as r ~ 2n - 1. 

Assume the lemma to be true for p + 1. Since 
r ~ 2n - 1 ~ 2p + 1, i~+1 f~+1 is bijective by the 
same argument as before. Therefore r~+1 is injective 

and i~+1 is surjective. Hence 

urn = b (b+1rn )rp +1 n P p+l n p+l P 

is bijective. Q.E.D. 

The assertion (iv) of Theorem 5 follows from 
Lemma 7 in a way, we have already indicated. 

(v) Let us denote by AP(u), u E UI, the representation 
of Ul in HPA. Furthermore, let us introduce the notation 
uP for the element 

uP = u ® ... @ u E Up. 
(p factors) 

Then we have for Bn E SP 

An(u)r~(BP)An(u)* = An(u)An(BP ® r-p)AnN(u)* 

= Anun(BP ® In-p)un* An 

= An(uPBPuP* ® r-p)An 
= An(AP(u)BPAP(u)* ® r-p)An 
= r~(AP(u)BPAP(u)*). 

By using that L~ is adjoint to r;, we get the same 

result for L~(Dn EST): 

Tr [L~(A n( u) DnA n( U )*)BP] 

= Tr [An(u)DnAn(u)*r~(Bp)] 

= Tr [Dnr~(N(u)*BPAP(u»] 

= Tr [L~(Dn)N(u)*BPAP(u)] 

= Tr [AP(u)L~(Dn)N*(u)BP] 
for all BP ESP. Hence, 

L~(An(u)DnAn(u)*) = N(u)L~(Dn)N(u)*. 
(vi) First let us prove this statement for the ex­

pansion operator r~: 

r;,r~'(BP) = An[Ap.(BP ® P'-P)Ap' ® r-p']An 
= An(Ap' ® r-p')(BP @In-P)(Ap' ® r-p,)An 
= An(BP ® r-p)An 
= r~(BP) 

for all BP ESP. 

Again it is easy to prove the similar property for the 
adjoint mapping L~: 

Tr [L~,L~'(Dn)BP] = Tr [Dnr;,r;'(BP)] 

= Tr [Dnr~(BP)] 

= Tr [L~(Dn)w] 

for all BP ESP. Q.E.D. 

Definition 3: An observable Bn of the n-particle 
system which has the form Bn = r~(BP) is called a 
p-particie observable. 

Remark: Let BP E S(HP) such that it commutes with 
the representation (3.3) of the symmetric group, i.e., 

[BP
, G:] = 0, S E IIp. 

Let Bn be the operator 

Bn = 1 BP(i1 '" ip ), 

i 1 < ... ip 

where the notation is understood as usual in litera­
ture about quantum mechanics. Then the product 
BnAn can be expressed with the help of the (p, n)­
expansion operator as follows: 

Thus Bn An is a p-particle observable in our sense. 

Definition 4: An element Dn of ~n is called an 
n-density operator. Its image DP = L~(DP) under the 
(n, p) contraction is called the reduced n-density 
operator of order p. 
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We denote the set of all reduced n-density operators 
of order p by ;J'~: ;J'~ == L~(;J'n). 

Definition 5: An element of;J'~ is called an n-repre­
sentable p-density operator. 

Since L~ is linear, and ;J'n is convex, ;J'~ is a convex 
subset of SP. Because of Theorem 5 (i) and (vi), we 
have 

(3.16) 

The projection cone J(,~ of ;J'~ from the center 0 
(cf. Definition A9) can be represented as 

(3.17) 

Since J(,~ and ;J'P are closed sets, it follows that 

(3.16') 

(3.17') 

It can be shown that J(,~ and;J'~ are, in general, proper 
subsets of J(,~ and ;J'P (cf. Ref. 2) and the n-representa­
bility problem of the second kind, as it was stated in 
the Introduction, consists in the characterization of 

;J'~ as a subset of ;J''P or, equivalently, in the characteri­

zation of J(,~ as a subset of J(,~. Theorem 5(v) implies 
that ;J'~ (and J(,~) are invariant under the representa­
tion AP(u) of the unitary group UI: 

AP(u);J'~N(u)* =;J'~ for all u E U I
. (3.18) 

Since the similarity transformation with a unitary 
operator is an isometry in SP, the invariance still 
holds for the closure: 

(3.18') 

We may summarize the physically relevant content 
of Theorem 4 by the following Corollary. 

Corollary to Theorem 4: (i) The information con­
tained in the reduced n-density operator of order p 
is sufficient to calculate the expectation value of a 
p-particle observable 

(r~(BP»Dn = Tr [L~(Dn)BP] 

[cf. formula (1.7)]. 

(3.19) 

(ii) The maximal and the minimal values oc P and f3P 
of the spectrum of a p-particle observable r~(BP) can 
be expressed as 

ocP = inf Tr (DPBP), {JP = sup Tr (D1lB1l). 
D"e'Sn" D"e'Sn" 

Since the functional Tr (DPBP) is continuous in the 
first argument DP, in formula (3.20) ;J'~ may also be 

repiaced by ;J'~. 

An interesting answer to the challenge presented by 
the n-representability problem was given by Garrod 
and Percus. I 

Theorem 6 (Precise Version of the Theorem of 
Garrod and Percus.): Let DP be a p-density operator. 

(i) If DP is limit point of n-representable p-density 
operators and r~(B1l) is a positive p-particle observ­
able, then Tr (BP DP) ;;::: O. 

(ii) If DP is not limit point of n-representable p­
density operators, then there is a positive p-particle 
observable r~(BP) which "discovers" this, i.e., for 
which 

<r~B1l)Dn = Tr (D PB1l) < O. 

A formal way to summarize these two statements is: 
Let DP E S~, such that Tr (DP) = 1; then 

DP E ;J'~<=> Tr (D1lBP) ;;::: 0 V BP E SP 

such that r;BP ;;::: o. 
Remark: The formulation and the proof of this 

theorem given by Garrod and Percus is not quite 
satisfying because they assume that both operators, 
the one representing the observable as well as the one 
representing the state, are of Hilbert-Schmidt class 
(cf. paragraph 2 of this work). This is especially 
problematical for the one representing the state, 
because the trace of an operator of Hilbert-Schmidt 
class need not to exist. The advantage the authors 
gain with this assumption is that the proof of their 
theorem can be performed with the help of mathe­
matical tools offered by the theory of Hilbert spaces, 
especially the "nearest-point theorem," because the 
operators of Hilbert-Schmidt class form a Hilbert 
space with respect to the scalar product: (A, B) = 
Tr (AB). In the proof of our version, the role of the 
"nearest-point theorem" is taken over by the "bipolar 
theorem" (cf. Theorem A6). 

Proo/" The theorem of Garrod and Percus is an 
immediate consequence of the bipolar theorem 
(Theorem A6) applied to the set;J'~ c SP. According 
to this theorem we have 

;J'~ =;J'~ n {D E S'T; Tr (D) = 1}. 

It remains to show that ;J'~ consists of all BP E SP such 
that r~BP is a positive p-particle observable. But this 
is a straightforward consequence of the definition: 

B1l E ;J'~<=> Tr (D1lB1l) ;;::: 0 V DP E;J'~ 

<=> Tr (L~(Dn)BP) ;;::: 0 V Dn E;J'n 

<=> Tr (Dnr~(BP» ;;::: 0 V Dn E;J'n 

<=>r~(BP) ~ o. Q.E.D. 
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The following formulation of the theorem of Garrod 
and Percus shows that we can approximate a necessary 
and sufficient condition for n-representability by 
more and more necessary conditions. 

Corollary to Theorem 6: The projection cone J(,~ 

of !f~ from the center 0 coincides with the intersection 
of all half-spaces of type 

H • - {D E SP . Tr (BP D) > O} B - T' -, 

where BP E SP is such that r~(BP) is a positive p­
particle observable. 

The theorem of Garrod and Percus has some rather 
remarkable consequences. First of all, it leads to the 
dual problem of the n-representability problem: What 
are the intrinsic properties of a bounded self-adjoint 
operator BP in RP with the property 

r~(BP) = An(BP (2) r-p)An ~ O? 

A more practical modification of this question is: 
How can we construct operators belonging to 

if~ = .it~? Since r~ is order preserving [Theorem 
SCi)], we have J(,P C if~. But the condition Tr (DPBP) ~ 
o corresponding to an element BP E J(,P is trivial: it 
expresses only that DP is positive. In this connection 
the following principle is of some interest: 

Principle: Let !Xp be the smallest real number con­
tained in the spectrum of an element BP E SP and 
!Xn the smallest real number contained in the spectrum 
of r~(BP). Then 

(3.21) 

is a necessary condition for n-representability of DP. 
It is nontrivial (i.e., it is not a consequence of DP ~ 0) 
if and only if !Xn > !Xp ' 

Proof.' Since rn(BP - !X IV) > 0 BP - !X IP E ifp • 11 n -, n n 

and (3.21) is a consequence of the bipolar theorem. 
From 

!Xp = inf Tr (BP DP) = inf Tr [(BP (2) r-p)Dn] 
D'E~P D'E~(Hn) 

~ inf Tr [r~(BP)Dn] = !Xn , 
DnE~n 

it follows that BP - !XnIP 1= J(,P if and only if !Xn > !Xp. 
Q.E.D. 

Let us illustrate this principle in the case p = 1 
and for fermions. Choose a one-dimensional projector 
pI E £1 and put BI = _pI Then !Xl = -1, whereas 
!Xn = -lin. Therefore 

Tr (BIDI) = -Tr (PIDI) ~ -lin 

is a necessary condition for n-representability. It 
follows that 

II DIll = sup Tr (pI DI) ~ lin, 
plEEl 

the well-known necessary (and sufficient) condition 
for n-representability of the one-density operator (cf. 
Coleman, Ref. 3). 

A certain class of elements belonging to J(,~ = :r~ 
was constructed by Garrod and Percus. I 

Proposition 2: (i) If B is an arbitrary bounded 
linear operator in RI, then 

C = A2{ [BB* (2) I) + (I (2) BB*)] 

+ (n - I)[B (2) B* + B* (2) B]) 

belongs to if~ . 

tll) A necessary condition that the 2-density operator 
D2 is n-representable is that the sesquilinear form 

GD 2(A, B) = Tr [AB*L~(D2)] 

+ (n - 1) Tr [(A (2) B*)D2], 
defined on the space 8(RI) of all bounded operators 
in RI, is positive semidefinite. 

Proof" (ii) This is an immediate conseqeunce of (i) 
and Theorem 6. 

(i) This can be established by a straightforward 
calculation: 

~ r~(C) = Ant~IBB*(i) +i~[B(i)B*(k) + B*(i)B(k)]} 

= AnC~B(i)) ctB(i))* ~ O. Q.E.D. 

4. EXPOSED POINTS OF 9':; CONNECTION 
WITH THE FINITE-DIMENSIONAL 
n-REPRESENTABILITY PROBLEM 

In this section we are going to give a description of 
!f~ in terms of its exposed points. 

Definition 6: A subspace V of RnA is called a p­
subspace if there exists a positive p-particle observable 
BP ESP, such that V = Nr.nCB') ' i.e., if V occurs as 
the nullspace of a positive p-particle observable. (It is 
a consequence of this definition that a p-subspace of 
RnA is closed.) 

Proposition 3: (i) The set £'p(RnA) of all p-subspaces 
of RnA forms a lower sublattice (with two elements 
U, V; their intersection U n V is contained in the 
subclass) of the lattice of all subspaces of RnA con­
taining the subspace {O}. 

(ii) 
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or: a p-subspace is also a (p + I)-subspace 
cn(HnA) = C(HnA); 

in particular, every subspace of HnA is an n-subspace. 

(iii) Let W c H1 be a closed subspace. Then 

n 

WnA = An ® Wei) 
i=l 

is a I-subspace of H n". 

(iv) Let us denote by CP(wnA) the sublattice of all 
p-subspaces contained in WnA. If U E CP(WnA), then U 
allows the representation 

U = N r /(B") n wnA; BP E SpeW], 
o 

where r; stands for the mapping 
o 
r~(BP) = A~(BP ® In-P)A;;' 

Proof: (i)Let U, VECP(HnA) and r;(AP), r~{BP) 
be two positive p-particle observables with U, Vas their 
respective null spaces. Then the null space of 

r~(AP + BP) = r~(AP) + r~(BP) 
is given by U n V. Therefore U n V E CP(HnA). 

(ii) is a consequence of Theorem 5(vi). 

(iii) Denote by Q the projector onto Wl.. Then 
W nA is the null space of r;(Q). 

(iv) Let U = Nr"n(oP) and put BP = A:;CPA~. 
Then 

A~r~( CP)A~ = A~ (CP ® In-p)A~ 

= A~(A;V ® In-P)(Cv ® r-p) 

x (A:; ® r-p)A~ 

= AW(AWCPAW ®r-V)Aw 
n 'P 11 n 

o 
= r~(BP). 

Therefore the intersection of the null spaces of r~(CP) 
a 

and r;(BP) with w nA coincide. Q.E.D. 

Definition 7: A p-subspace of HnA is called minimal 
if it is a minimal element of the partially ordered set 
£'v(HnA) - [0]. 

The importance of the notion of a p-subspace of 
HnA becomes clear from the following proposition: 

Proposition 4: (i) Let e be an exposed subset of 
a'~, i.e., 

e = {BP} n:1'! 

for some BP E i! (cf. Definition AI3). Then the map 
1> from the class £.(:1'!) of all exposed subsets of:1'~ into 

the lattice CP(HnA) of all p-subspaces of HnA defined on 
e by 

cfo(e) = Nr,,"(s") (4.1) 

is an order isomorphism onto CP(HnA) - [0]. 

(ii) The full preimage of the exposed subset e of 
:1'~ with respect to the (n,p)-contraction is the set 

L!(-lJ(e) = :1'(1)(e)) == {Dn E:1'n; RD" c 1>(e)}. 

Proof' (i) The proof is based on the logical equiv­
alence 

{BP}l. n:1'! C {CV}l. n :1'!<=>Nr,,"(Bp) C Nr,."(o'''); 

BP, CV E if~ . (4.2) 

It guarantees that 1> is well defined, injective, and 
an order isomorphism. That 1> is surjective onto 
eV(Hn") - [OJ is an immediate consequence of its 
definition. 

Let us then prove equivalence (4.2). Assume 
x E Nr ,,"(BV). It follows that 

Tr [Plllr;(BV)] = Tr [L!(Plll)BV] = 0, 

where P", denotes the one-dimensional projector 
corresponding to the subspace generated by x. There­
fore L!(Plll) E {BP}J. n a'! and hence 

L!CP.,) E {CP}l. n a': ' 
or 

Tr [L~(P",)cvJ = Tr [Plllr;(CP)J = O. 

Lemma 3 implies now x E Nr"n(BV)' 

On the other hand, suppose DV E {BV}J. n:1': or 
DP = L:(Dn) and Tr [L:(Dn)Bv] = Tr [Dnr;(BV)] = 
O. Then Lemma 3 implies 

Therefore 
RD" c NrP"(BP) C Nr,,"(oP). 

Tr [Dnr;(CP)] = Tr (L~(Dn)cv) = Tr (DPCV) = 0, 

or, differently, expressed, DP E {CV}J. n:1'~. 

(ii) Let Dn E :1'(1)(e)). Then Tr [U(Dn)BP] = 
n 

Tr [Dnr;(BP)] = O. 
Hence L~(Dn) E {BP}l. n a'~ = e. Conversely, let 

DP E e and let Dn E a'n such that L~(Dn) = DP. It 
follows that 

Tr [Dnr~(BP)] = Tr [L~(Dn)BP] = Tr (DVBP) = O. 

Lemma 3 implies now Dn E :1'(1)(e)). Q.E.D. 

Theorem 8 is an immediate consequence of Prop­
osition 4. 

Theorem 8: The preimage of an exposed point of 
:1'! with respect to the (n, p) contraction L~ consists of 
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the set ~(V) of all density operators (elements of ~n) 
whose range is contained in a fixed minimal p-subspace 
v. 

Proof· Since an exposed point {DP} is a minimal 
element of L(~~) and c/> is an order isomorphism, 
c/>({DP}) must be a minimal p-subspace of HM. The 
rest is contained in Proposition 4(ii). Q.E.D. 

The question arises: Is ~~ the convex closure of all 
exposed points of ~~? This is indeed the case. We 
shall prove even a somewhat stronger result. Before 
we formulate it, we should like to draw the attention 
of the reader to the little fact expressed in Lemma S. 

Lemma 8: Let wnA be as it was in Proposition 3(iii) 
and (iv). If V is a minimal p-subspace of HnA

, then 
V n W nA = [0] or V ~ w nA. 

Proof" Since wnA is a I-subspace [Proposition 3 (iii)] , 
it is a p-subspace [Proposition 3(ii)]. Therefore the 
intersection U n wnA is a p-subspace [Proposition 
3(i)]. Since U is minimal, U n wnA = [0] or 

U n wnA = U. Q.E.D. 

Theorem 9: Let WI C W2 C ••• C HI be an 
increasing sequence of finite-dimensional subspaces 
of HI such that 

00 

U W; = HI, 

and for any finite-dimensional subspace of HI, let 
E~ [W] denote the set of all exposed points DP of 
~~ for which one of the two equivalent conditions 

(i) DP E SP[W], 
(ii) c/>({DP}) c W nA 

is satisfied. 
Then 

~~ = con v U E~[W;]. ( 4.3) 

Proof" First of all we are going to show that, for 
any finite-dimensional subspace W of HI, the set 
E~[W] coincides with the set of all exposed points of 

5':[W] == L~(5'n[W)) 
considered as a convex subset of SP[W]. 

It is easy to see that every point of E~ [W] is exposed 
in ~~ [W]. Conversely, let us assume that Dg is 
exposed in 5'~[W]. Then {D8} can be represented as 
the intersection of a hyperplane {BP}1- n SP[W] 
inside SP[W] with 5'~[W]: -

{Dn = ({BP}1- n SP[W)) n 5'~[W] = {BP}1- n 5'~[W]. 
o 

Herein, BP E SP[W] is such that r~(BP) ~ 0. 
Let 

ex == inf Tr (r~(BP)Dn) 
Dn£:rn 

be the lower boundary point of the spectrum of 
r~(BP). 

We now define 

CP == BP + (1 - ex)nr~(Q), (4.4) 

wherein Q denotes the projector onto W1-. Then we 
have to prove that CP E 5'~ and 

{Dn = {CP}1- n ~~. 

Indeed, let DV E 5'~ be arbitrary and assume 

DP = L~(Dn) Dn E ~n. 

Furthermore, let r = P + p1- be the decomposition 
of the unity corresponding to the representation 

Hn = wnA EB W nA1-
of H n and define 

D~ == PDnp, 

D~ == p1- Dnp1-. 

It is a fact easy to verify that the operator r~(BP) 
leaves the subspace wnA and, as a consequence, also 
leaves its orthogonal complement WnA 1- invariant. 
Therefore we can write 

o 
Tr (CP DP) = Tr (r~(BP)D~) + Tr (r~(BP)D~) 

+ (1 - oc)n Tr (r~(Q)D~). 
Now from o 

Tr (r~(BP)D~) ~ 0, 

Tr (r~(BP)D~) ~ Tr (D~)ex, 

(1 - ex)n Tr (r~(Q)D~) ~ (1 - ex) Tr (D~), 

it follows that 

Tr (CPDP) ~ Tr (D~) ~ 0, 

and hence, CP E iJ~. Moreover, in order that 
Tr (CP DP) = 0, it is necessary that Tr (D~) = 0. 
Since Dn ~ 0, this implies that DV E ~~[W]. But then 
the equation Tr (CP DP) = ° reduces to Tr (BP DP) = 0, 
which, in turn, by assumption, is only satisfied if 
DP = D8. 

The theorem of Klee (Theorem AS) now implies 

~~[W] = conv E:[W]. 

To prove formula (3) it remains to be shown that 

But from Proposition 1, formula (3.9), we know that 

From the continuity of the contraction operator L~, 
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it follows that 

~! c U ~~[~]. 
• 

Since the inverse inclusion is trivial, the proof of 
formula (3) is complete. 

It remains to establish the equivalence of the two 
conditions (i) and (ii). If q,({DP}) c wnA, Theorem 
8 implies that DP = L~(Dn) with Dn E ~n[w]. There~ 

fore, DP E ~~[W]. Conversely, assume DP to be 
exposed in ~~ and DP E SP[W]. If DP = L~(Dn)Dn E 

~, then Tr (Dnr~(Q» = Tr (DPq(Q» = 0 and 
therefore, according to Lemma 3, Rnn s;; WnA. On the 
other hand, Theorem 8 tells us that Rnn S;; q,({DP}). 
Hence Rnn S;; q,({DP}) ('\ w nA

• Since DP is exposed in 
~~, q,({DP}) is minimal and Lemma 8 implies 
q,({DP}) c WnA

• Q.E.D. 

A density operator DV E ~V[W], with dim W finite, 
is said to be of finite 1~rank. The motivation for this 
name lies in the fact that if DV E ~V[W], then L~(DV) E 

~l[W] == ~l(W). Conversely, if the range of the 
(p, 1) contraction of a p~density operator is a subspace 
of W, then Tr (DVrf(Q» = Tr (L~(DP)Q) = O. Hence, 
by Lemma 3, DV E~P[W]. 

With the help of this notation, we are able to state 
Theorem 9 briefly: 

Corollary to Theorem 9: ~~ is the convex closure of 
the exposed points of ~~ of finite l~rank. 

In the light of this corollary, let us summarize the 
procedure to construct exposed points whose l~range 
is contained in a given finite~dimensional subspace 
Wof Hl. 

(1) Choose an operator BP E: SP[W] and form 

r;(BV) = A!r(BP @ r-p)A-:r. 

(2) Look for the eigenspace V S;; wnA of r:(BV) to 
the lowest eigenvalue A. Then V is a p~subspace 
[since V is the nullspace of r;(CP), where CP = 
BP - AAn + n(1 - (t; + AW:(Q). Herein, (t; denotes 
the lower boundary point of the spectrum of r;(BP).] 

(3) Choose in V a CONS {Xi} and let P"" be the 
one~dimensional projector corresponding to Xi. 

(4) If L~(P",,) :;f: L~(P",.) for some pair i :;f: k, return 
to point 1. Otherwise V is a minimal p~subspace and 

DP = LP(P ) 
n "'1 

is an exposed point of ~~. Sufficiently many exposed 
points of;r~ can be obtained in this way. 

This procedure is a summary of the results con­
taineo in the proof of Theorem 9 and Theorem 8. 

shows the intimate connection of the n-representability 
problem of the p~density operator with the eigenvalue 
problem for a p~particle observable, so that there is 
no real hope for an analytical solution of the n~ 

representability problem in the case p > 1 and for 
arbitrary dimension of the space W. 

In the case p = 1 and fermions, the space V 
obtained by the above procedure is independent of the 
choice of BP one~dimensional and spanned by a 
"Slater determinant": 

[U] = An(el @ ••• @ en). 

(U denotes an n~dimensional subspace of V and 
el ,· .. ,en a CONS in U.) 

Therefore, Vis minimal and the l~density operators 
of type 

Dl = L~(P[u]) = (l/n)Pu,U c W 

are all exposed points belonging to E~[W]. Together 
with Theorem 9, we get Coleman's Theorem (Theorem 
Ib). 

ACKNOWLEDGMENTS 

This paper was written partially when the author 
was at the Institute for Physical Chemistry of the 
Swiss Federal Institute of Technology in Ziirich, 
Switzerland, and partially when he was staying as a 
post~doctoral fellow at the Mathematical Department 
of Queen's University, Kingston, Ontario, Canada. 
At both places the author has met people who have 
supported his work either by passive tolerance or by 
active intellectual participation. First of all, he wants 
to express his gratitude to Professor A. J. Coleman 
from Queen's University for his kind hospitality and 
the lively interest he has shown to the growing of this 
work. Secondly, the author should like to thank 
Professor A. Huber in Ziirich and Professor I. 
Halperin for their stimulating lectures in functional 
analysis and for helping him personally to overcome 
some mathematical difficulties. Moreover, he wants to 
thank Professor H. Prim as and Professor H. H. 
Giinthardt in Ziirich for allowing the author to spend 
a good portion of his time thinking about the n~ 
representability problem rather than performing 
more "useful" MO calculations. 

Last but not least, the author is very grateful to his 
colleague, Robert Erdahl, for his critical discussions 
and for correcting several grammatical errors in the 
text. 

The author was supported financially in Switzerland 
by the National Foundations and by the "Paul 
Karrer Stiftung fiir Stipendien auf dem Gebiete der 
Chemie," and in Canada by the National Research 
Council. The author would like to express his thanks 
to these three institutions. 



                                                                                                                                    

2080 HANS KUMMER 

APPENDIX: SOME NOTIONS AND THEOREMS 
ABOUT REAL LINEAR SPACES AND CONVEX 

SETS (cf. REF. 7) 

Definition Al (Ref. 7, p. 31): A dual pair (of real 
linear spaces) is a pair of real linear spaces (El' E2) 
such that to every pair (x, u) EEl X E2 there corre­
sponds a real number denoted by xu, such that: 
(Dl) xu is a bilinear form; (D2') if xu = 0 for all 
U E E2, then x = 0; (D2") if xu = 0 for all x EEl. 
then u = o. 

Definition A2: A topology in El is called compatible 
with the dual pair (El' E2) if it is locally convex and if 
the topological dual space of El coincides with E2. 

Theorem Al (Ref. 7, p. 34, Proposition 8): Let 
(El' E2) be a dual pair and let M be a subset of E1 • 

The operation of taking the convex closure of the set 
M is independent of the topology as long as it is 
compatible with the dual pair. 

Definition A3 (Ref. 7, p. 32): Let (El' E2) be a dual 
pair. The weakest topology on El compatible with the 
dual pair coincides with the weakest topology under 
which the set ofalliinearfunctionalsfu(x) = xu (u E E2) 
are continuous. It is called the weak topology in E1 • 

Definition A4: Let (El' E2) and (Fl' F2) be two 
dual pairs. Let A be a map from El into Fl' Then 
the expression (Ax)v represents for fixed v E F2 a 
linear form in E1 • In other words, there exists an 
element v' E Et such that (Ax)v = xv'. The map 
A': v -+ v' is called the adjoint map of A. If A is linear, 
A' is linear. 

Theorem A4 (Ref. 7, p. 38): Let (El' E2) and 
(F1 , F2) be two dual pairs. A linear map A from El 
into Fl is weakly continuous if and only if v' = 
A'v E E2 for every v E F2. 

Definition A5 (Ref. 7, p. 4): Let E be a -real linear 
space. A subset C of E is called convex if, whenever 
x,y E C, the whole segment 

[xy] = {z E E; z = O(x + (1 - O()y, 0 =:; 0( =:; I} 

is a subset of C. 

Definition A6 (Ref. 10, p. 137): A subset C' of a 
convex set C is called extreme, if whenever [x y] c C 
shares an inner point with C', then in fact [x y] c C'. 
An extreme subset of C consisting of a single point is 
called an extreme point. 

Definition A7 (Ref. 10, p. 27): A convex subset .J(, 

of a real linear space E is called a convex cone if 
whenever x E J(" then the half-ray 

rex) = {z E E; z = IXX 0( ~ o} 

is a subset of J(,. A convex cone is called pointed if it 
does not contain a one-dimensional subspace of E. 

Definition A8 (Ref. 10, p. 11): A point a belonging 
to a convex cone J(, in a real linear space E is called a 
core point ofJ(, iffor every x E E, there exists an E > 0 
such that a + EX E .J(,. 

Remark (Cf. Ref. 11, p. 180 "core point" = "alge­
braisch innerer Punkt."): If a convex cone .J(, lying in 
E does not contain a core point, then it does not 
contain an inner point in any topology compatible 
with the linear structure of E. 

Definition A9 (Cf. Ref. 11, p. 187): Let C be a convex 
subset of a real linear space E not containing O. The 
projection cone of C from the center 0 is the smallest 
convex cone containing C. 

Definition AIO (Ref. 7, p. 35): Let (El' E2) be a 
dual pair and let M be a subset of E1 • The subspace 
of E2 defined by 

M.l = {u E E2; xu = 0 V X EM} 

is called the orthogonal complement of M. 

Theorem A5 (Special Case of the Bipolar Theorem): 
(i) M.l is a closed subspace of E2; (ii) M.l.l is the 

smallest closed subspace containing M. 

Definition All (Ref. 7, p. 34): Let (El' E2) be a dual 
pair and let M be a subset of E1 • Then the subset 

M = {u E E2 ; xu ~ 0 V X E M} 

is called the polar cone of M. (Ml c M2 implies 
Ml::::l M2.) 

Theorem A6 (Bipolar Theorem: Ref. 7, p. 36; cf. 
also Ref. 12): (i) M is a closed convex cone contained 

in E2 ; (ii) M is the smallest closed convex cone con­
taining M. 

Definition A12: Let (El' E2) be a dual pair and 
a E E2 (a ~ 0). Then the orthogonal complement {a}.l 

10 F. A. Valentine, Convex Sets (McGraw-Hill Book Company, 
Inc., New York, 1964). 

11 G. Kothe, Topologische Lineare Riiume (Springer-Verlag, 
Berlin, 1960). 

12 I. Halperin, Trans. Roy. Soc. Canada, 47, Sec. 3, I (1953). 
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is a closed subspace of codimension 1 in El [cf. 
Theorem A5(i)]. Let b EEl. Then the set b + {a}l- is 
called a closed hyperplane in El . 

Definition A 13 (cf. Ref. 11, p. 340): Let (El , E2 ) be a 
dual pair and J{, a closed convex cone in El and let 
a E :it - {O}. Then {a}l- is called a supporting hyper­
plane of J{,. The intersection {a}l- n J{, is called an 
exposed subset of J{,. A point of J{, belonging to an 
exposed subset is called a supporting pOint of J{,. A 
ray r(x) = {z E E; z = ex.x, ex. ;;::: O}, being at the same 
time an exposed subset of J{" is called an exposed ray 
ofJ{,· 

Remark: If J{, is the projection cone of a closed 
convex subset C of a closed hyperplane not containing 
0, and if a E J{" then the set {a}l- n C is called an 
exposed subset of C provided it is not empty. An 
exposed subset of C consisting of a single point is 
called an exposed point. 

JOURNAL OF MATHEMATICAL PHYSICS 

Theorem A7: Every exposed subset of a closed 
convex cone J{, c El is closed, convex, and extreme. 

Proof: That J{,' = {a}l- n J{, is closed and convex 
is a consequence of the same properties of {a}l- and 
J{, [cf. Theorem A5(i)]. Let x,y E J{, (x '=;f y) and 
o < ex. < 1. Furthermore, let 

ex.x + (1 - y)y E J{,', 

i.e., 

ex.xa + (1 - ex.)ya = O. 

Since a E:it, xa;;::: ° and ya;;::: 0. It follows that 
xa = ya = 0, so that x,y E J{,'. Q.E.D. 

Theorem A8 (Theorem of Klee; cf. Ref. 11, p. 340): 
Let C be a compact convex subset of a normed 
linear space. C is the closed convex null of the 
exposed points of C. 
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Phase Transition of a Bethe Lattice Gas of Hard Moleculest 
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A pseudo-lattice, or homogeneous Husimi tree, is simpler statistically than a true lattice in two or 
three dimensions, since the pseudo-lattice contains only low-order cycles. The prototype is the "Bethe 
lattice," or Cayley tree, containing no cycles at all. Reported here are the results of studies of the lattice 
statistics of the Bethe lattice of coordination number three, using the language of the hard molecule 
lattice gas; the size of an adsorbed molecule prevents simultaneous occupancy of the same site or any of 
the three nearest-neighbor sites. Using methods related to those used in enumerating graphs, a recursion 
relation is obtained which must be satisfied by the grand partition function. It is shown that the resulting 
equation of state is not the quasi-chemical equation expected because of the absence of cycles. There is 
no phase transition of lower than third order and in all likelihood none at all. The quasi-chemical 
equation of state is obtained only if "surface" effects are eliminated; even then the solution is valid only 
for activities z < 4, at which point the "interior" system undergoes a second-order transition to an 
ordered state with a finite discontinuity in compressibility. 

I. INTRODUCTION 

THE intractability of rigorous mathematical equa­
tions describing actual physical situations leads 

naturally to the employment of approximations in the 
search for partial understanding. These approxima­
tions often may be classified as essentially mathemati­
cal in nature or as essentially physical simplifications. 

t Supported in part by N.S.F. Grant No. GP-6822; computer 
time supported by N.S.F. Grant No. GP-2812. 

* Alfred P. Sloan Foundation Fellow. 

Into the latter category fall many model systems 
studied to elucidate the behavior of classical fluids and 
phase transitions. 

One such system is the model of infinitely hard 
molecules, devoid of mutual attractions. Physically, 
such a model would be expected to have relevance 
for temperatures so high that available thermal 
energy (kT) considerably exceeds in magnitude any 
intermolecular attractions. In another class of model 
systems molecular positions are restricted to a discrete 
set oflattice sites. These calculations may refer directly 
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molecules, devoid of mutual attractions. Physically, 
such a model would be expected to have relevance 
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energy (kT) considerably exceeds in magnitude any 
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to an adsorbed phase or may be regarded as approxi­
mations to continuum fluid description-the mesh 
of the lattice being a measure of the severity of the 
approximation. 

The intersection of these two classes of physical 
restrictions results in the "hard sphere lattice gas" 
model, investigated recently by Burley,l Temperley,2 
Gaunt and Fisher,3 Runnels and Combs,4 Bellemans,5 
ReeandChesnut,6 andothers. Rather common to these 
systems is a phase transition between a low-density 
(disordered) phase and a high-density (ordered) phase. 
The thermodynamic order of the transition, however, 
is usually difficult to determine. 

Rushbrooke and Scoins7 discussed the lattice gas 
with arbitrary nearest-neighbor interactions in the con­
text of the Mayer cluster expansion of an imperfect 
gas. They established a hierarchy of approximations to 
the exact equation of state, ordered according to the 
maximum size of lattice figures included in computing 
the cluster "integrals" (actually sums): isolated sites, 
pairs of adjacent sites, higher multiply-connected 
figures. It was shown that the first approximation 
amounted to the Langmuir treatment, while the 
inclusion of pairs of sites was equivalent to the results 
of Bethe8 and the "quasi-chemical" approximation of 
Guggenheim9; details were given of the next estimate, 
which incorporates the smallest multiply-connected 
figure of the lattice. This "ring" approximation has 
received considerable use,lO while systematic inclusion 
of even larger figures has formed the basis of very 
accurate expansions.ll 

The work of Rushbrooke and Scoins has led to the 
assumption that, in some sense, the various approxi­
mations are exact for certain "pseudo-lattices." 
Hence, the quasi-chemical result should describe a 
Cayley tree (or "Bethe lattice") exactly, since it has 
no cycles12 ; and the ring approximation has been used 
by Temperley13 as an exact treatment of a Husimi 
tree (or "cactus lattice") bearing hard molecules, 
since it contains no cycles other than triangles. Two 

1 D. M. Burley, Proc. Phys. Soc. (London) 75, 262 (1960). 
2 H. N. V. Temperley, Proc. Phys. Soc. (London) 74, 183, 432 

(1959); 77,630 (1961); 80, 813, 823 (1962). 
3 D. S. Gaunt and M. E. Fisher, J. Chern. Phys. 43, 2840 (1965). 
• L. K. Runnels and L. L. Combs, J. Chern. Phys. 45,2482 (1966). 
• A. BelIemans and R. K. Nigam, private communication; also, 

Phys. Rev. Letters 16, 1038 (1966). 
6 F. H. Ree and D. A. Chesnut, J. Chern. Phys. 45, 3983 (1966); 

Phys. Rev. Letters 18, 5 (1967). 
7 G. S. Rushbrooke and H. I. Scoins, Proc. Roy. Soc. (London) 

A230, 74 (1955). 
8 H. A. Bethe, Proc. Roy. Soc. (London) A150, 552 (1935). 
• E. A. Guggenheim, Proc. Roy. Soc. (London) A148, 304 (1935). 
10 D. M. Burley, Proc. Phys. Soc. (London) 77, 451 (1961); 85, 

1113 (1965); Ref. 5. 
11 Reference 3; D. S. Gaunt, private communication. 
12 C. Domb, Advan. Phys. 9, 245 (1960). 
13 H. N. V. Temperley, Proc. Phys. Soc. (London) 86, 185 (1965). 

points, however, have not been clearly understood: 
"surface" effects and the range of densities (activities) 
describable in this manner. We clarify both of these 
points for a Cayley tree by treating the entire "lattice," 
including surface, in a new fashion; the surface-free 
behavior is obtained from the local intensive variables 
in regions far removed from the surface. Corre­
sponding investigations can be carried out for more 
general "star trees," including the cactus lattice, but 
these will be reserved for a later publication. 

II. PARTITION FUNCTION OF A CAYLEY 
TREE GAS OF HARD MOLECULES 

We consider here the model of hard molecules 
adsorbed on a Cayley tree; the only interaction being 
l.n infinite repulsion preventing simultaneous oc­
cupancy of adjacent sites (or more than one molecule 
on the same site). Gaining simplicity at the expense of 
generality, we consider only the homogeneous tree 
Tk of coordination number three shown in Fig. 1; all 
sites have three neighboring sites except those at the 
"surface" (generation 1) and the one site ("root") 
at the center (generation k). 

Clearly, the "volume" of such a tree is Mk = 2k - 1. 
We denote the grand partition function for this tree 
bearing hard molecules by 3iz), which then is given 
by 3iz) = LnW(k, n)zn, where z is the activity and 
W(k, n) is the number of arrangements of n (indistin­
guishable) molecules on the Mk sites with no two 
adjacent. The feature possessed by tree lattices that 
renders them manageable is a configuration classi­
fication scheme closely related to techniques used to 
enumerate graphs.14 The configurations of tree Tk can 
be divided into two classes: those with the root empty 
and those with the root occupied. The configurations 
in the former class are exactly those of two inde­
pendent trees Tk - l , and so enumerated by [3k-l(Z)]2, 
while the latter class includes exactly the configurations 
of four independent trees Tk - 2 , enumerated by 
[3k_2(Z)]4. Thus, the partition function satisfies the 
recursion 

3 k (z) = [3k_ l (Z)]2 + Z[3k-2(Z)]4, (1) 

the factor z in the last term accounting for the mole­
cule at the root. Initial conditions are clearly 3 o(z) = 
1, 3 l (z) = 1 + z. 

The three-term, fourth-order relation (1) can be 
simplified through the introduction of correlation 
factors Cj defined by 

c;(z) = 3;(z)/[3j _ l (z)]2, (2) 

which are easily seen to satisfy the two-term recursion 

c;(z) = 1 + zt[Cj-l(Z)]2. (3) 

14 J. Riordan, An Introduction to Combinational Analysis (John 
Wiley & Sons, Inc., New York, 1958), Chap. 6. 
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Q .. . , . '. 

. . 
Q 

J~ ~, 

~~;;~ 
FIG. 1. Homogeneous Cayley tree, or Bethe lattice, of coordina­

tion number three. With nearest-neighbor exclusions, lattice 
configurations are conveniently classified according to the occupancy 
of the "root": if empty, there remain two independent trees of one 
generation less (center); but if occupied, there remain four inde­
pendent trees of two generations less (bottom). 

From the definition (2), an indentity can be written 
for the partition function 

-k k _/ 
[Ek(z)]2 = II [C;(Z)]2 , (4) 

;=1 

and the pressure (in units of energy) 

p/kT = Mkl1n Ek = ! 2-;ln c;(z). (5) 
; 

In the last equation, we have assumed k to be large, 
so that Mk may be replaced by 2k. 

It should be noticed that the correlation factors C; 

and the resulting identities are essentially in the spirit 
of the successive approximation scheme introduced 
by Stillinger, Salsburg, and Kornegay15 in a study of 
rigid disks at high density, and applied by Salsburg 
el al.16 to the high-temperature harmonic solid. We 
shall usually consider the limit of large k, so that the 
upper limit of the summation in Eq. (5) may be taken 
as infinity. The question of convergence is an impor­
tant one and will be taken up shortly. 

16 F. H. Stillinger, Jr., Z. W. Salsburg, and R. L. Kornegay, J. 
Chern. Phys. 43, 932 (1965). 

,. Z. W. Salsburg and W. Rudd, Physica 32, 1601 (1966). 

To obtain the fractional density p (average number 
of occupied sites/total number of sites) and further 
thermodynamic properties, we obtain from Eq. (5) 
the expansion 

o(p/kT) ~2-i 
p=z 0 =4 t;, 

z ;=1 
(6) 

where the sequence t; = zo In c;/oz satisfies t~e 
recursion 

Ii = b;(1 - 2t;_I), [to = 0] 

in terms of the quantities b; defined by 

c;(z) = [1 - b;(Z)]-I. 

Explicitly, we have 
;-1 ; 

t; = !(_2)i II bn , 
i=O n=;-i 

(7) 

(8) 

(9) 

which may be inserted in Eq. (6) and rearranged to 
give an alternate expression for the density: 

(10) 

where 

r; = b; - bib;+! + b;b H1bH2 + ... , 
00 ;+i 

= !(-l)iII bn • (11) 
i=O n=i 

The rearrangement is justified in the Appendix. 
A simple physical interpretation of r i is possible. 

From Eq. (I), it is clear that z[Ek _ 2(Z)]4/Ek(z) is the 
fraction of (activity-weighted) configurations of tree 
Tk having a molecule at the root-hence the average 
occupancy of the root at activity z. From the preceding 
equations, this factor is simply bk • Then the average 
occupancy 'i of a site at generationj is given rigorously 
by 

(12) 

the factor bi is the weighted fraction of configurations 
of a tree T; (i.e., from the selected site out to the 
surface) with the selected site occupied, while the 
factor (1 - 'HI) accounts for the fraction of configu­
rations of Tk with the inner site adjacent to the selected 
site vacant to permit occupancy of the selected site. 
Equation (12) easily iterates to give Eq. (11). The 
expansion (10) shows that the overall density is a 
weighted average of the densities of the various 
generations, the weighting factor 2-; being propor­
tional to the number of sites in generation j. 

Exactly the same formulas (5) and (10) may be 
obtained for the pressure and density by a more 
tedious process. An explicit expression can be written 
for the degeneracy factor W in terms of combinatorial 
factors involving the number of molecules N; on 
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generation j. Evaluating the expression, using a 
maximum term technique, yields the most probable 
number N; of molecules to be found on generation 
j; it is found that N: is given by 2k

- i r j , as required for 
consistency. 

Since the energy is identically zero in the present 
model, entropy per molecule is given by s/k = 
p/ pkT - In z, and other properties of interest may be 
obtained by differentiations according to thermo­
dynamics. 

m. THERMODYNAMIC BEHAVIOR OF THE 
ENTIRE CAYLEY TREE 

In this section, we discuss the most direct interpreta­
tion of the Cayley tree gas; namely, we assume the 
entire tree (volume) is to be taken into consideration. 
A numerical approach for finite k is considered first. 

We can recursively compute a large number of the 
correlation coefficients cj for a fixed value of the 
activity z, taking Co = 1. This allows tabulation of 
the terms tj also. Through Eqs. (5) and (6), partial 
sum approximations to p/kT and p may be obtained. 
It is found that these sequences appear to converge 
rapidly, so that repetition for a series of activities 
yields the equation of state shown in Fig. 2 upon 
elimination of z. 

Since the partial sum approximants are actually 
exact descriptions of finite trees (to the extent that 
2k » I), it could be argued that more than about 

1.6 
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I- 0.8 
...: 

"- 0.6 Q. 
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~ Exact, includinll 

'Surface" 

0.3 0.4 0.5 0.6 0.7 0.8 

FRACTIONAL DENSITY 
FlO. 2. Equation of state. The smooth curve describes the entire 

large tree, while the curve with a discontinuity in slope describes the 
order-disorder transition occurring at the interior sites far from the 
surface. The quasi-chemical or Bethe "approximation" is exact for 
the interior sites and densities less than one-third. 

eighty terms are superfluous, for such a tree contains 
more than Avogadro's number of sites! In any event, 
considerably fewer terms are needed for. excellent 
convergence. It is seen that there are no unusual or 
striking properties. In particular, there seems to be no 
evidence of phase transitions. 

The customary procedure in statistical thermo­
dynamics is to pass to the limit N, V -+ ro, N/V = P 
remaining finite; clearly this corresponds to the limit 
k -+ 00 and involves the question of the convergence 
of the various infinite series. It is apparent from Eq. 
(5) that the convergence properties are determined by 
the behavior of the terms cj(z) for large j. These 
questions are discussed in the Appendix; we here 
summarize the important results. 

The limiting behavior of cj(z) depends on z. For 
z < 4 the sequence converges to a well-behaved 
analytic function c(z), while for z > 4 the odd terms 
converge to one function, C2i+l(Z) -+ c+(z), and even 
terms converge to another, c2j(z) -+ c(z). The three 
curves meet at z = 4, the only candidate for a singular­
ity or phase transition. It is in fact true that at z = 4, 
the various derivatives of ciz), become unbounded 
with increasingj, but not rapidly enough to spoil the 
convergence of Eqs. (5), (6), and higher derivatives, 
due to the presence of the factor 2-i . The resulting 
smooth behavior attributable to this factor is easily 
understood: most of the sites are near the surface, 
where they are essentially independent; the highly 
correlated sites are deep in the interior and there are 
not many of them. 

Another approach to the question of phase transi­
tions, which we only mention, is that of Yang and 
LeeP Phase transitions may occur, if zeros of the 
grand partition function Ek(z) close in on the positive 
real axis (as k -+ ro). It appears that for the present 
problems, zeros do close in on z = 4 but with 
vanishing density, allowing the system to "sneak" 
through on the real axis with no transition; p/kT is, 
however, manifestly a nonanalytic function of complex 
z at z = 4, which is probably an essential singularity. 

IV. THERMODYNAMIC BEHAVIOR 
FAR FROM THE SURFACE 

In the preceding section, we have discussed the 
thermodynamics of the entire (large) Cayley tree and 
found that the behavior is dominated by the large 
fraction of essentially independent sites near the sur­
face. Another interpretation of this system, possibly 
more relevant, is a focusing of attention on the local 
behavior of interior sites far from the surface. 

The key to this approach is Eq. (11), which gives 

17 C. N. Yang and T. D. Lee, Phys. Rev. 87, 410 (1952). 



                                                                                                                                    

PHASE TRANSITION OF A BETHE LATTICE GAS 2085 

the fractional density of the jth generation in terms of 
the sequence bi; since the b/s are given in terms of the 
c/s which, in turn, are defined by Eq. (3), in effect, Eq. 
(11) gives the density of the jth generation in terms of 
the activity z. An integration then gives the local 
pressure at generation j in terms of the activity, using 
the first half of Eq. (6). If the activity can be eliminated 
from these two expressions, we will have the local 
equation of state. 

The limiting local equation of state would arise in 
the limit j -4- 00. But then, as already discussed, the 
behavior of the c/s is very simple; depending on the 
magnitude of z, either Ci is actually independent of j 
and given by Eq.(A3), or the c/s alternate between 
the two values c+ and c_ given by Eq. (A4). In either 
case, the limiting value of bi is then given by Eq. (8). 
In the low-density case, where the b/s are constant, it 
is readily seen from Eq. (11) that the local density is 
given by 

r = _b_ = e(z) - 1 , (13) 
1 + b 2e(z) - 1 

where c3(z) - c2(z) = z. It follows from thermo­
dynamics that the pressure is given by 

p/kT = r"z-lp(z) dz = r
c 

3c - 2 de 
Jo Jl e(2e - 1) 

= 2 In e - lIn (2e - 1) 

= 2ln (1 - p) - ! In (1 - 2p). (14) 

This equation of state, Eq. (14), is precisely the 
equation of state predicted by the quasi-chemical, 
or Bethe, approximation. Hence, we see the sense in 
which the quasi-chemical approximation is exact for 
pseudo-lattices of the tree variety: the "approxima­
tion" is exact for the region far removed from the 
surface and for low densities, that is, for activities less 
than 4 or densities less than ! (for coordination 
number three), according to Eq. (13). The quasi­
chemical equation of state is not exact for higher 
densities, nor is it exact for any nonzero density for 
the complete Cayley tree, as shown in Fig. 2. 

For activities greater than four, there are two local 
densities, p+ and p_ which are readily found from Eq. 
(11) to be given by 

b+(l - b_) 
p+ = 1 - b+b_ ' 

where b+ = 1 - C.:;:1 and b_ = 1 - C=I. 

(15) 

In the limit of large activity, b+ approaches 1 while 
b_ approaches O. According to Eq. (15), the local 
den~ity p+ and p_ approach these same limiting 
values for large activities. This reflects the most 

efficient, ordered method of filling up the tree at high 
activities, namely, a filling of alternate layers begin­
ning at the surface, generation 1. To obtain the 
equation of state in the high activity region, we are 
faced with the problem of deciding the appropriate 
meaning of the average density. The entire tree 
contains i of its sites on odd generations; this suggests 
that the appropriate average density should be 
ip+ + tp-; on the other hand, beginning with any 
even generation, the remainder of the tree inward 
contains i of its sites on even generations, leading to 
an average density expression !p+ + ip-. Viewed 
strictly from the interior, it is not at all obvious 
which of these expressions should be used. It seems 
that the most acceptable choice would be the sym­
metrical definition Pav = i(p+ + p_) which we adopt. 
Using Eqs. (A4) and (15), we easily obtain 

z-2 
pav = , Z > 4. (16) 

2(z - 1) 

Integrating as before to obtain the local pressure, 
we find 

p/kT - (p/kT)z=4 = r" z - 2 dz 
J42z(z - 1) 

= In z/4 - tIn (z - 1)/3. (17) 

Now, the pressure must be continuous; conse­
quently, using Eq. (14) to evaluate the pressure at 
z = 4, or p = t, we arrive at the high-density equa­
tion of state: 

p/kT = In z - tIn (z - 1) 

= In (1 - Pav) - t In (1 - 2Pav) + In 2. (18) 

The complete "interior" equation of state is shown in 
Fig. 2 along with the exact equation of state for the 
entire Cayley tree. 

Thus, it is seen that while the entire Cayley tree 
behaves continuously, the interior region far from the 
surface shows a transition at activity z = 4. The 
transition for this interior region is one of the order­
disorder type. Clearly, it is not a first-order transition; 
it can in fact easily be seen from Eqs. (14) and (18) 
that the transition is a seco.nd-order one of the 
Ehrenfest type, with a finite jump in the compressi­
bility. 

V. DISCUSSION 

We have discussed the thermodynamic behavior 
of hard molecules absorbed on a pseudo-lattice of the 
Cayley tree variety, specifically, a homogeneous 
Cayley tree of coordination number three. We have 
found that the quasi-chemical or Bethe equation of 
state is not exact for the entire tree. There is, however, 
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a sense in which this equation of state is exact, 
namely, for low activities and regions far removed 
from the surface. For activities z greater than four, 
the disordered Bethe solution is no longer stable and 
is supplanted by an ordered solution. The "transition" 
in the interior regions is second order with a finite 
discontinuity in compressibility, occurring at a density 
of one third. 

The entire tree has been seen to behave continuously, 
with no transition of lower than third order, and very 
likely, none at all. This is understandable, when it is 
realized that the overwhelming majority of the sites 
of the tree are near the surface, and consequently, 
essentially independent. Under such conditions, the 
cooperative behavior necessary for phase transitions is 
not possible. 

APPENDIX. CONVERGENCE QUESTIONS 
AND THE ABSENCE OF A PHASE 

TRANSmON 

We consider here the question of the existence and 
continuity of p/kT and its derivatives as functions of 
activity z. We are inquiring into the possibility of the 
existence of a phase transition for the complete tree, 
adopting the criterion18 that a transition of order n 
at activity Zo is characterized by a singularity in 
dn(plkT)/dzn at Zo (while all lower derivatives are 
continuous at zo). To define completely the mathe­
matical problem, we repeat Eqs. (3) and (5) in the 
form 

/f(Z) = I 2-J In clz), (AI) 
J 

cj(z) = 1 + z/[cH(z)]2, co(z) = 1. (A2) 

Much of the work rests on the following three-part 
Lemma, which is easily proved by mathematical 
induction: (a) 1 ~ cj ~ 1 + z; (b) C2j ~ C2J+2; (c) 
C2J+l ~ C2i+3 • Now, since by (a) there is a uniform 
bound for the continuous functions cj(z) on any 
bounded part of the positive z axis, the series (AI) 
necessarily converges to a continuous function p(z). 
(There is thus no zeroth-order transition!) 

The even and odd sequence of c/s are each bounded 
and monotone, and so each must converge: c2;(z)-+ 
C_(z) , C2J+l(Z) -+ c+(z). The two functions c+ and c 
may be identical (sequence convergence} or distinct 
(only subsequence convergence). If identical, clearly 
the unique limit c(z) must satisfy c(z) = 1 + z/{C(Z)}2, 
or 

(A3) 

The distinct limit functions c± must satisfy c±(z) = 

18 T. L. Hill, Statistical Mechanics (McGraw-Hill Book Company, 
Inc., New York, 1956), p. 249. 
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FIG. 3. Correlation coefficients Cj(z). The upper curves are for 
j = t, 3, 7, 15, and the lower curves are for j = 0, 2, 4,8,16. Also 
shown are the limiting curves c(z) and c ± (z). 

1 + z/{l + z/[C±(Z)]2}2, which is a fifth-order equation 
that factors into the now extraneous solution (A3) 
and c1 - zc ± + z = 0, or 

c±; = [z ± (Z2 - 4z)t]/2, z ~ 4. (A4) 

The three curves meet at z = 4, each there taking the 
value 2. Since c±;(z) is complex for z < 4, while cj(z) 
in necessarily real, the unique limit c(z) must obtain 
for z < 4. But it can be shown from Eq. (A2) that this 
unique limit is not stable for z > 4: CH 1 is farther 
from 2 than is cj • Hence, the alternating limits obtain 
for z > 4. These limiting functions and a few early 
c/s are shown in Fig. 3. 

It is evident that for any compact (closed and 
bounded) subset of the positive z axis, not including 
z = 4, the infinitely differentiable (rational) functions 
cj(z) converge (sequence-wise or subsequence-wise) 
uniformly to the infinitely differentiable limit func­
tion(s). The same statement applies to the sequence 
{In Cj(z)} , since the c/s are uniformly bounded away 
from O. Due to the presence of the strong convergence 
factor 2-i in Eq. (AI), q.>(z) itself is infinitely differ­
entiable everywhere, except possibly at z = 4. If there 
is a phase transition, it must occur at this point. 

It is apparent from Fig. 3 that the convergence of 
{cj(z)} is not uniform in the vicinity of z = 4 and 
that the derivative functions c~")(4) must become 
unbounded as j -+ 00. The crucial question is, how 
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rapidly (compared to 2;) they become large, for this 
determines the differentiability of cp(z). We first show 
that the series given by Eq. (6) converges to a con­
tinuous function, even at z = 4 (so no first-order 
transition), and then that the series obtained by 
formally differentiating (6) also converges to a con­
tinuous function p'(z) (so no second-order transition). 

Now, on any compact set :'It containing z = 4, the 
c/s are bounded above and so the functions biz) are 
uniformly bounded away from 1: 

(AS) 

(For instance, f3 = t works for :'It = [3, 5].) The 
formula (9) is easily established by induction and 
leads to a bound Ti on It;l: 

;-1 ; 1 
It;1 ~!,2;f3i+l = f3~ 

;=0 (X - 1 

(Xi 
~ --1 = T;, 

(X-
(A6) 

where (X = 2{3 < 2. [We can take (X > 1, so that 
T; ~ Itkl for k ~ j.] The series (6) of continuous 
functions thus converges absolutely and uniformly 
on :'It-necessarily to the continuous function p(z), by 
the comparison test. The absolute convergence also 
justifies the rearrangement to the alternate form (10). 

To investigate the possibility of a second-order 
transition, we study the continuity of op/oz near 
z = 4, which is obtained formally by differentiating 
!, 2-;ti in Eq. (6). The derivative op/oz exists as a 
continuous function if the series of continuous 
functions !,2-iot;/oz converges uniformly on :'It = 

[3, 5]. Using (S) and the definition t; = zo In Ci/OZ, 
we have b' = ob;loz = ti/ZC; so that 

B; = Til3 ~ It;lzc;1 = Ib;1 (A 7) 

is a bound on Ib~1 for k~j, uniform on :'It. Then, 
from (9), a bound T?) on It;1 is given by 

i-I 

It;1 ~ !,2i(i + 1){3iB; 
;=0 

_ (Xi[1 - (j + 1)(X; + j(Xi+l] 

- 3«(X -- 1)3 

= T~ll. (AS) 

Since (X > 1, for sufficiently large j, say j ~ Jo, 

T~ll ~ Kjoc2i• (A9) 

Also since ci (4) -+ 2, b;(4) -+ t, we can for sufficiently 
large j, j ~ J1 , use for {3 (the bound on bi ) anything 
greater than t, say f3 = t. But then oc = i and 
w = (X2 < 2, so that for j ~ max (Jo, )1), we have 
It;1 ~ Kjw;. The series !,2-i t; then converges ab­
solutely and uniformly on :'It. The limit must then be 
oploz and continuous throughout :'It. There is thus 
no second-order transition. 

The process could undoubtedly be continued to 
establish the absence of higher-order transitions. For 
instance, bounds on Ib;1 could be obtained from b; = 
t;lzc; and bounds previously obtained for It;1 and 
c' = tCiilz. Using (9) again would give a bound on 
It;l, and so on. The conclusion would very likely be 
the absence of a transition of any order, but the 
required tedium for the general demonstration seems 
unwarranted. 
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The theory of Toupin and Rivlin for the propagation of electromagnetic waves in a centro-symmetric 
isotropic material to which static electric and magnetic fields are applied is specialized to the case when 
only a static electric field is applied. The reflection-refraction problem for an electromagnetic wave 
normally incident on the interface between free space and the material is studied for arbitrary direction 
of the applied electric field. It is found that, in general, there are two refracted rays and that these are not 
generally normal to the interface. 

1. INTRODUCTION 

I N a previous paper, Toupin and Rivlin1 have de­
veloped a theory for the propagation of plane 

electromagnetic waves of small amplitude in an initially 
holohedral isotropic medium (i.e., an isotropic 
material possessing a center of symmetry) of infinite 
extent, to which static electric and magnetic fields are 
applied. The theory is easily specialized to the case 
when only a static electric field is present and the 
resulting theory is appropriate for the discussion of 
electro-optical effects in holohedralisotropic materials. 

In this theory, which is linear in the time-dependent 
electromagnetic field, the constitutive equations 
involve six constitutive functions of the resultant 
static field and of the frequency of the electromagnetic 
wave. The wave velocities are given in terms of these. 
In the previous paper, 1 this was done explicitly only 
in the cases when the direction of propagation of the 
wave (i.e., the direction of the normal to the wave­
front) is parallel or perpendicular to the direction of 
the static field. In Sec. 3 the corresponding result is 
given for arbitrary inclination of the direction of 
propagation to the static field. It is seen that there are, 
in general, two wave velocities corresponding to an 
arbitrarY" direction of propagation and that reversal 
of the direction of propagation changes the wave 
velocities unless a relation of the Onsager type is 
satisfied. The nature of the polarization of the electric 
vectors for each of these waves is discussed in Sec. 4. 

In Secs. 5 .and 6, we discuss the reflection and re­
fraction of a plane electromagnetic wav~ incident 
normally on the surface of an infinite half-space to 
which a static electric field is applied. The reflected 
wave is, of course, normal to the surface and it is 
found that there are, in general, two transmitted 
waves for which the angles of refraction are nonzero 
if the tangential component of the static field is 

1 R. A. Toupin and R. S. Rivlin, Arch. Ratl. Mech. Anal. 7, 434 
(1961). 

nonzero. The ray directions for these lie in the plane 
of the normal to the interface and the direction of the 
static electric field. Explicit expressions are obtained 
for the angles of refraction in terms of the six consti­
tutive functions. 

2. CONSTITUTIVE EQUATIONS 

The complex electric, magnetic induction, electric 
displacement, and magnetic intensity fields for an 
infinite plane electromagnetic wave are given by 

(E, B, D, H) = (e, b, d, h)e,(kn.,,-wtl, (2.1) 

where the complex vectors e, b, d, and h are independ­
ent of position and time. OJ is the angular frequency 
of the wave, k is the wavenumber, n is a unit vector in 
the direction of propagation, and x is the position 
vector of a generic point of space. 

We consider the propagation of such a wave in an 
infinite homogeneous medium to which a strong 
uniform static electric field t is applied. Toupin and 
Rivlin1 have shown that, if the material is holohedral 
isotropic in the absence of any applied field, then the 
constitutive equations for the wave have the form 

d = ell • e + ':I' • b, 
(2.2) 

h = g·e + A·b, 

where ell, ':1', g, and A are 3 x 3 matrices defined by 
ell = II <1>iill , ':I' = II'Yijl\,"', and 

<1> .. = a10 .. + a 7S.S. 'Y .. = -OC3€··kSk 
" " , J' 'J '" (2.3) 

Aij = {J10 ij + {J7 S i S j, Qii = - {J2€iikS k' 

Here Si (i = I, 2, 3) denote the components of t in a 
rectangular Cartesian coordinate system x and the 
oc's and (J's are real functions of lW and SmSm' [i.e., 
the complex conjugates of a(lw) and (J(IW) are a(-lw) 
and (J( -IW), respectivelyJ.2 

2 The original result had IX'S and {J's as polynomials in &m&m. 
The above extension follows from a theorem of A. S. Wineman and 
A. C. Pipkin, Arch. Ratl.. Mech. AnaL 17. 184 (1964). The notation 
of the paper by Toupin and Rivlin (Ref. I) is preserved. 

2088 
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3. THE SECULAR EQUATION linear equatidns in the components of e, 

The electromagnetic field equations in the absence (3.3) 
of free currents and charges are where 

Xii = <1>ii + rJ(E;r.'P'irn• + EifJq11fJOq;) curl E + (oB/ot) = 0, div B = 0, 

curl H - (aD/at) = 0, div D = o. (3.1) + rJ2EifJqE;rSnfJAqrns (3.4) 

For the infinite plane wave (2.1) we obtain 

ko x e - wb = 0, kll X h + wd = O. (3.2) 

Equations (3.2) together with the constitutive equa­
tions (2.2) lead to a system of three homogeneous 

and we have used the notation rJ = k/w. (1/rJ is then 
the complex velocity.) The secular equation for rJ is 

Ix;;1 = o. (3.5) 

We choose our rectangular Cartesian coordinate 
system x such that ni = ~ia. We then obtain from (3.4) 

<1>11 + rJ('P'12 - 0 21) - rJ2 A22 , <1>12 - rJ('P' n + 0 22) + rJ2 A21 , <1>13 - rJ0 23 

IIXul1 = <1>21 + rJ('Y22 + On) + rJ2A12 , <1>22 - rJ('P'2l - 0 12) - rJ2An , <1>23 + rJ013 (3.6) 

Without loss in generality we may take 

t = (f:l , 0, f:3), i.e., f:i = f:l~li + f:3~3i. (3.7) 

Equations (2.3) then give 

<1>;; = 1X1~;; + 1X7{f:~~i1~;1 + f:lf:3(~il~;3 + ~i3~il) 
+ f:;~ia~;3}, 

Ai; = {Jl~ij + (J7{f:~~i1~;1 + f:lf:aC~il~;3 + ~ia~;l) 
+ f:i~i3~;a}, 

'P'ij = -1X3(Eij1f:1 + Eijaf:a), 
Oij = -(J2(Eiilf:l + Ei;af:a), (3.8) 

and substituting from Eqs. (3.8) in Eq. (3.6), we 
obtain 

1X1 + 1X7f:~ - (lXa + {J2)f:arJ - {JlrJ2, 0, (1X7f: S + {JzrJ)f:l 

IIXul1 = 0, 1X1 - (lXs + {J2)f:3rJ - ({Jl + {J7f:DrJ2, 0 . (3.9) 

Thus, the secular equation (3.5) becomes 

({Jl + {J7f:~)rJ2 + (lXa + {J2)f:arJ - 1X1 = 0, (3.10) 
or 

(1X1{J1 + 1X7{J1 f:; + lXa{J2f:DrJ2 + {IXI + 1X7(f:i + f:;)} 

X {(lXa + {J2)f:3rJ - 1X1} = O. (3.11) 

From (3.10) and (3.11) we see that there are, in 
general, four possible values, 

rJl' rJ2 = t({Jl + {J7f:D-l[ -( lXa + {J2)f:a 
± {(lXa + {J2)2f:; + 41X1({J1 + {J7f:~)}t] (3.12) 

and 

rJ3,rJ4 = (1/2A)[-(lXa + {J2)f:a 
± {(lXa + {J2)2f:; + 41X1A}t], (3.13) 

where 

A = (1X1{J1 + 1X7{J1f:~ + lXa{J2f:D/[1X1 + 1X7(f:~ + f:m, 

(3.14) 

for the inverse complex velocity rJ of a wave prop­
agating in any direction o. In general these four 
values are complex. We may expect that rJl and rJ2 

0, 

correspond to two waves traveling in opposite direc­
tions (i.e., that the real parts of rJl and rJ2 are of 
opposite sign). We see that these waves will have 
different complex velocities unless 

(lXa + {J2)f:a = O. (3.15) 

Similarly, we may expect that rJa and rJ4 correspond 
to two waves traveling in opposite directions and 
these waves also have different complex velocities 
unless (3.15) holds. We notice that (3.15) is satisfied 
when f:a = 0, i.e., when the static electric field t is 
perpendicular to the propagation direction 0 or 
when a condition of the Onsager type, 

lXa + {J2 = 0,- (3.16) 
is satisfied. 

If we set f:J = 0 or f:a = 0 in (3.12) and (3.13), we 
recover the results (10.6), (10.10), and (10.11) of 
Toupin and Rivlin. l 

4. POLARIZATION 

In this section we consider the form of the waves 
corresponding to the four values (3.12) and (3.13) of 
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the inverse complex velocity 'YJ. From (3.3) and (3.9) 
we see that, if 

{1X7.87(8~ + 8:) - lXa.82 + 1X7.81 + 1X1.87}8~ ¢ 0, (4.1) 

the waves corresponding to values of 'YJ given by (3.12) 
have e1 = ea = O. These are transverse waves, 
linearly polarized in the X2 direction, i.e., perpendic­
ular to the plane containing & and D. Also from 
(3.3) and (3.9) we see that, if the inequality (4.1) 
holds, then for waves corresponding to values of 
'YJ given by (3.13), e has the form 

(4.2) 
where 

ea/e1 = -(1X78a + rxa'YJ)81/(rxl + 1X78~) = {. (4.3) 

The corresponding E+ wavesa are circularly polarized 
(see Ref. 1) if and only if { = ±t, linearly polarized 
if and only if { is real, and transverse if and only if 
{ = O. For all other values of { corresponding to 
(3.13) the E+ wave is a skew, elliptically polarized 
wave. The locus of E+ at a fixed point in the material 
is an ellipse in the X 1X a plane, i.e., in the plane con­
taining & and D. The semiaxes L1 and L2 of the ellipse 
are given by' 

LL L~ = !e1ei[1 + ,,* ± {(1 + {2)(1 + {*2)}1], 

(4.4) 
and E+ is directed along an axis when 

t{e2(1 + {2) _ e*2(1 + {*2)} 
tan 2,1. = 1 1 

't' e~(1 + {2) + ei2(1 + {*2) , 

cp = kn • x - wt. (4.5) 

If the inequality (4.1) does not hold, then the 
secular equation (3.5) has a repeated root and the 
corresponding e vector may take an arbitrary direction 
in a plane. For example, when 81 = 0, so that the 
static field & is parallel to the propagation direction 
D, it is easily seen that all waves are linearly polarized 
in an arbitrary direction normal to the direction of 
propagation. (cf. Ref. 1.) 

5. THE ELECT~D HALF SPACE 
We now consider the reflection and transmission 

of an infinite plane electromagnetic wave incident 
normally on the interface Xa = 0 (in a rectangular 
Cartesian coordinate system x) of a half space of 
holohedral isotropic material occupying the region 

Xa > O. (5.1) 

The incident wave is assumed to travel in the positive 
direction of the Xa axis. 

a We denote the real and imaginary parts of a complex quantity 
by using the superscripts + and -, respectively. 

, A superscript asterisk is used to denote the complex conjugate. 

We suppose that a strong static electric field & is 
applied and we may, without loss of generality, 
choose the reference system x so that 

& = (81 , 0, 8a) Xa > 0, 

= (81 ,0, Es) Xs < O. 
(5.2) 

The constitutive equations for the region Xs > 0 are 
then given by (2.2) and (3.8) and those for the region 
Xs < 0 (free space) are 

d = e, h = b. (5.3) 

From the results of Secs. 3 and 4, we see that the 
complex electric field E for the wave is given by 
expressions of the form 

E = (e1' e2, O)e",,(,,·-t) 

+ (e1, e2, O)e-,,,,(,,·+t), 

E = (0, (1) e2, O)e''''(~l''.-tl 

+ (0, (2)e2, 0)e''''(~S''3-t) 

+ «a)e1, 0, (a)es)e''''(~3''.-t) 

(Xa < 0) 

+ «(4)e1, 0, (4)es)e''''(Q'''3-t), (xs > 0), 

(5.4) 

where 'YJ'P (P = 1, 2, 3, 4) are given by (3.12) and 
(3.13) and [cf. Eq. (4.3)] 

('P)eaj<'P)e1 = {'P = -(1X78a + lXa'YJ'P)81/(1X1 + 1X78~) 
(p = 3,4). (5.5) 

Presumably 'YJ1 and 'YJ2 correspond to waves traveling 
in opposite directions and similarly 'YJa and 'YJ, corre­
spond to waves traveling in opposite directions. We 
assume that 

'YJt > 0, 'YJt < 0, 'YJt > 0, 'YJt < O. (5.6) 

Then, if the material is stable, we have also 

'YJl> 0, 'YJ2" < 0, 'YJ3> 0, 'YJ4" < O. (5.7) 

From the conditions 'YJ2" < 0 and 'YJ4 < 0 in (5.7), 
and the fact that when Xa = 00 the amplitude of the 
waves must be zero, it follows that (2)ei = Wei = O. 
Equations (5.4) then become 

(e1' e2, 0)e""("3-t) + (el , e2, 0)e-''''(''3+t), 

(xa < 0) (5.8a) 

E= (0, (1) e2 , O)e''''(Ql".-t) 

+ «a)e
l

, 0, (a)ea)e''''(~8''8-t), 

(xs > 0). (5.8b) 

We note that in (5.8a) the first term represents the 
incident wave and the second term the reflected wave. 
In (5.8b) the terms represent two transmitted waves. 

From (5.5) and (5.8), together with the field 
equations (3.1) and the constitutive equations (2.2) 
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and (5.3), we see that the magnetic intensity field 
H for the wave is given by 

+ (e2, -e1, O)e-''''('''a+tl , (xa < 0) (5.9a) 
H= 

{

( -ez, el, O)e,O)("'s-t) 

(1)h1,0, (l)hs)e''''('Il'''3-t ) 

+ (0, (S)h 2 , O)e,w('1S"'s-t>, (xa> 0), (5.9b) 
where 

(1) hI = - (1l e201 , (l) hs = (1) e2(P2 - P7&a1h)&1, 
(S)h2 = (3Ie103' (5.10) 

and the notations 

are used. 

01 = P2&3 + (PI + P7&iPh, 
03 = P2&3 + Pl'fJ3 - Pzf;1~3 

(5.11) 

The boundary conditions at the interface xa = 0, 
that the tangential components of E and Hare 
continuous, give 

e1 + e1 = (3Iel , e2 + e2 = (l)e2 , 

e1 - e2 = (lle20V e1 - e1 = (alelOS ' 

Whence, with (5.5), 

(3) 2e1 e ---
1- 1 + 0

3
' 

(5.12) 

_ 1 - (}s _ 1 - (}l 
e1 = -- e1 , e2 = --e2' (5.13) 

1 + (}3 1 + 01 

The remaining boundary conditions, that the normal 
components of D and B are continuous at the inter­
face, are automatically satisfied. 

We note from (5.13) that if the incident wave is 
polarized with its electric field in the Xl direction, then 
the reflected wave is similarly polarized and there is 
only one transmitted wave, and this is elliptically 
polarized in the XlXa plane. On the other .hand if the 
incident wave is polarized with its electric field in the 
X 2 direction, then the reflected wave is similarly 
polarized and there is only one transmitted wave, 
which is linearly polarized in the Xz direction. 

6. RAY DIRECTIONS FOR 
TRANSMITTED WAVES 

The Poynting vector S, for a field in which the real 
electric and magnetic intensity vectors are & + E+ 
and H+, respectively, is given by 

S = (& + E+) X H+. (6.1) 

We denote the Poynting vectors for the transmitted 
waves with slownesses 1/1 and 'YJiJ by Sl and Sa, 
respectively. It follows from (5.8) and (5.9) that, for 
the first of these waves, 

E+ = (0, (1) et cos 4>1 - (1) e2" sin 4>1, 0)e-WII1"'s, 

H+ = «ll hi cos 4>1 - (1) hI sin 4>1 , 0, (1) ht cos 4>1 
- (l)h; sin 4>t)e-Wtfi"'a, (6.2) 

and, for the second of these waves, 

E+ = «Slet cos 4>s - (Slel sin 4>a, 0, (3)et cos cP3 
- (Sle; sin 4>3)e-W"a"'a, (6.3) 

H+ = (0, (3) ht cos cP3 - (3)h;: sin CP3' O)e-W'Is"'s, . 
where 

cPl = w('YJtx3 - t), 4>3 = w('fJtxs - t). (6.4) 

The Poynting vector for each of the transmitted 
waves varies throughout each cycle. Let ~ and Sa 
be the values of the Poynting vectors for the two 
transmitted waves averaged over a cycle, then 

Sp = - Sp dt (p = 1,3). W l2"IW 
277 0 

(6.5) 

For the wave given by (6.2) we have 

Sl = tCllet 11lht + (l)e;;- (l)h;, 0, 

- (1)4 (1) ht - (1)ei! (1)hl)e-2W~1"'a, (6.6) 

and for the wave given by (6.3) we have 

Sa = t( _ISlet (3)hi - (ale; (3)h2", 0, 

ISlet (3)ht + (Slel {3Ih;:)e-2Wl/ii"'3. (6.7) 

The vectors lie in the ray directions for the transmitted 
waves. We note that they both lie in the X1Xa plane 
and are inclined at angles Xl and X3' respectively, to 
the Xs direction (Le., to the direction of the incident 
ray), where 

(1) ei (1) ht + (1) e;: (1) h; 
tan Xl = - (llei (llht + (lIe;: (l)h

l
" 

(3let (S)hi + (Sle; (S)hi! 

tan %3 = - (3) et (3) hi + (3) el (3) h;: . 
Equations (6.8) may be rewritten as 

(l)e: (l)ha + (l)e2 (l)h: 
tan Xl = - (I}e: (})h

1 
+ (lle

z 
(l)h: ' 

(Sle: (3)h
2 
+ (Sle

a 
(3Ih: 

tan X3 = - (3Ie: (3)h
2 
+ (!l)el (3Ih: • 

(6.8) 

(6.9) 

Introducing (5.10) into (6.9), we obtain, with (5.13) 
and (5.11), 

tan Xl 

= ({3z + {3:)&a + ({3l'fJl + (3irJi) + ({37'YJ1 + {3:'fJi)f,~ , 
(6.10) ,:03 + ~sO: . 

tan X3 = - *' 
(}a + (}s 

where 03 and ~3 are given by Eqs. (5.5) and (5.11), 
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. Forma~ properties ~f the solution to the c1a~sical. rll:diationless relativistic Kepler problem are discussed 
with p.a~tIcular attentIOn to the .strong coupling limit, a case rarely considered. It is found that fall to 
the ~:mg~n can occur fo~ ro~entlals .less stron~ly ~ttractive tha~ required nonrelativistically. One con­
clUSIOn IS that the relatiVistic centrifugal barrier IS less "effective" than the nonrelativistic kind. It is 
possible to describe these effects in terms of a dimensionless parameter resembling a classical "coupling 
constant." The quantum-mechanical case is also briefly treated. 

I. INTRODUCTION 

THE specia1 relativistic "Kepler" problem of a 
particle moving about an infinitely massive force 

center without radiation has been solved classically 
and quantum mechanically with both the Klein­
Gordon and Dirac equations, and the solutions are 
well known.1. 2 A peculiar feature of the solutions to 
the quantum mechanical cases is their singular 
behavior when the coupling becomes very strong. 2 

It is only for the classical case that the solution for 
very strongly attractive centers has been written out 
explicitly, however,1 and even here little is said about 
what is happening physically. 

In the classical Kepler case, the orbiting particle 
can fall to the center in a finite time under certain 
conditions, viz., if the attraction is sufficiently great 
and the angular momentum about r = 0 not too 
large. While this point is treated in Ref. I, it does not 
seem to be generally known to most physicists. Of 
interest is the question of whether this is a unique 
feature of the l{ r potential or whether it is a peculiarly 
relativistic effect. Further, what is the relation, if any, 
to the singular behavior of the quantum-mechanical 
solutions in the strong coupling case? Our answers 
to these questions are that these phenomena find their 
explanation in the same way as the nonrelativistic 
effect of fall to the origin in a sufficiently strongly 
attractive l/r2 (or worse) potential in both the classical 
and quantum-mechanical cases; namely, that the 
centrifugal barrier is overcome by the attractive 
center. Anything faster than l/r 2 causes collapse 

• Supported in part by the Division of Research, Clarkson 
College of Technology, Potsdam, New York. 

t Present address: U.S. Naval Ordinance Laboratory, Silver 
Spring, Maryland. 

1 S~e, e.g., L. Landa~ 3;nd E. Lifshitz, Classical Theory of Fields 
(Addison-Wesley PublIshmg Company, Inc., Cambridge, Massa­
chusetts, 1951), pp. 100-102. 

2 See, for example, H. A. Bethe, Intermediate Quantum Mechanics 
(W. A. Benjamin, Inc., New York, 1964). 

nonrelativistically, and relativistically we argue that 
anything faster than l{r is sufficient.3a We conclude 
that nonrelativistic centrifugal barriers are more 
effective than their relativistic counterparts, the reason 
lying essentially in the fact that the latter variety are 
tied up under a square root in the Hamiltonian. 

There are some amusing consequences of these 
"fall" effects and some of these are pointed out. We 
also take this opportunity to discuss some of the 
features of the solutions to the relativistic Kepler 
problem in particular when the coupling is not much 
less than one (as it is in most atoms and solar systems). 
We stress finally that the problem we consider is a 
radiationless problem and that it is a single-particle 
problem, i.e., the mass of the force center must be 
regarded as infinite-it is the source of an external 
field in other words. It may be noted that the omission 
of radiation effects is most serious in the strong 
coupling limit.3b Despite this fact, consideration of this 
problem is of interest because of the qualitative 
conclusion which we are able to draw, that relativistic 
centrifugal barriers are weaker than the usual kind. 
We are able to describe these effects in terms of a 
dimensionless parameter which resembles a coupling 
constant. Finally, it may be that the nature of the 
strong coupling solutions has some sort of a more 
realistic parallel in strong interactions, though we are 
unable to say anything definite. 

In Sec. II the classical Kepler case is set up and 
solved in the canonical way, and Sec. III is devoted to 
a study of the solutions derived in Sec. II and a dis­
cussion of the fall to the center in the strong attraction 
case. Section IV concludes by considering the quantum­
mechanical cases. 

3 (a) This statement requires a minor qualification which will be 
made farther along in the text (see the end of Sec. III). (b) Notice, 
however that unless the particle is the source of a field there will 
be no radiation at all. " 

2092 
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II. SOLUTION OF THE CLASSICAL 
SPECIAL RELATIVISTIC 

KEPLER PROBLEM 

The Hamiltonian for a particle of mass m moving 
about another particle of infinite mass is 

H = (p2 + m2c2)tc + VCr). (1) 

In the Kepler case, VCr) = -K2/r (attractive). 
Here we have formed H in a frame fixed with respect 

to the force center. Since the mass of the force center 
is infinite, it cannot be accelerated, so no inertial terms 
are necessary in Eq. (1). Were the mass of the force 
center finite, the internal and overall motions would 
be coupled in a complicated way by retardation effects 
and the problem would be far more complicated. 
Relativistically it is not possible to decouple center 
of mass and relative motions as it is in the nonrela­
tivistic theory. We limit our considerations to the 
infinite mass case. 

(It is for reasons such as these that it is incorrect 
to apply the Klein-Gordon equation to absorption 
models of high-energy p-p scattering, as has been done 
on a few occasions recently.) 

In polar coordinates the Hamiltonian is 

( 
J2 )t K2 

H = p; + -;z + m2c2 c - -; , (2) 

where Pr is the radial component of the momentum 
of m and J is its angular momentum about r = O. 
The Hamilton-Jacobi equation is 

- ~: = [(~;r + ~ (:~r + m2c2rc - ~2. (3) 

The solution to Eq. (3) is found by standard techniques 
to be 
s(r,O,t;J,E) = -Et +JO 

+ fT~ (E + ~2r -~: -m
2
c

2]'dr. (4) 

The orbit comes from 

os - = const == 00 oj 

and the time dependence (the energy integral) from 

os 
- = const == -to oE 

1 ( K2) - E + - dr 
f

r C2 r 
= t + 2 2 2 t . (6) 

[1( K) J 22J - E+- ---mc 
c2 r r2 

There are two entirely different classes of solution, 
depending on the value of K2/Jc == ex. Eq. (5) gives4 

where 

1 
- = 1 + € cos fl(O - ( 0), 
r 

ex < 1, (7a) 

[ = -1 + € cosh 11(0 - (0), ex> 1, (7b) 
r 

€ = ! [1 + 1. (1'2 - l)J i
, 

I' oc
2 

I' = ~/mc2, 

oc = K2fJc, 

fl = (1 - ex2)t, 11 = (ex2 
- 1)t, 

1 = lofl2/y, I = 10112/1', 

10 = J2/K2m. 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

When ex = 1, the solution is the same as the limit of 
Eqs. (7a) and (7b) , the limits being identical. The 
result is 

21
0 = -1 + 1. + (0 - ( 0)2. (14) 

r 1'2 

For comparison with Eq. (7a) the nonrelativistic 
solution is 

!.9. = 1 + €' cos (0 - ( 0), (15) 
r 

where 
(16) 

the conic eccentricity. It is readily ascertained that 
in the limit that IE'I = IE - mc21 «mc2; Eq. (8) 
reduces to Eq. (16). Furthermore, when c -+ 00, fl -+ 1, 
and ex -+ 0, so Eq. (7a) reduces to Eq. (15). At first it 
would appear that Eq. (7b) does not, but closer 
inspection reveals that c -+ 00, which causes ex --+ 0 
and fl -+ 1, also results in 11 -+ i, from which Eq. 
(7b) --+ Eq. (15), apart from a trivial sign which can 
be absorbed into 00 , 

III. DISCUSSION OF RESULTS 

Comparison of Eq. (7a) with Eq. (16) shows that 
when ex < 1, the former gives "relativistic conic sec­
tions" with € and I playing the role of relativistic 
"eccentricity" and "semilatus rectum," respectively. 
The novelty is fl. When fl is very close to unity, the 
ellipses of the bound case precess forward by about 

• It is easily seen from (1) that the case of a repulsive potential is 
handled by replacing K2 by _K2. This carries through to Eqs. (7a) 
and (7b) with the result 

(- I/I/r) = 1 + € cos P«() - ()o). IX < 1. 

(- 1~/r = -1 + € cosh P«() - ()o). IX> 1. 
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be R::i 'TTCJ.2 per revolution. With moderate increase in 
CJ. and attendant decrease in {J, precessing ellipses 
graduate into the celebrated "open rosettes." As CJ. 
increases towards one, {J drops towards zero, and 
the appearance of the orbit changes again, starting as 
a spiral that at first winds on itself with an ever­
decreasing radius, shrinking to a minimum value 
rmin = /(1 + E)-I [see Eq. (7a)], and then unwinding 
outward again rising back gradually to a maximum 
radius rmax = /(1 - E)-I. The picture is that of a 
pulsating spiral. 

The "hyperbolas" and "parabolas" of Eq. (7a) 
are much like those of Eq. (15) when E> me2 

(i.e., E' > 0). The difference is that they have nar­
rower opening angles and as {J falls they even cross 
themselves. 5 When {J « 1, the incoming mass winds 
several times around the center before re-emerging. 

However, at first sight, the most remarkable 
feature of the results, Eqs. (7a) and (7b), is the fact 
that there are two entirely different classes of solution, 
a situation not encountered in the nonrelativistic 
Kepler problem. Thus, as contrasted to (7a), the 
bound solution to (7b), where CJ. > 1, is a spiral falling 
from rmax = 1( -1 + E)-I to the origin. 6 The absorp­
tion time from rmax can be found from the relativistic 
energy integral (6); it is 

_ (/«-0 ~ (E +~) dr 
'Tabs - Jo [1 ( K2)2 J2 J!' (17) 

- E + - - - - m 2e2 

e2 r r2 

which gives a finite result. 7 

The unbound case when CJ. ;;:: 1 exhibits fall effects 
also. To see this, let us change the description of the 
orbit from that of Eq. (7b) by getting rid of eo, an 
angle with a clean physical meaning in the bound 
case and when CJ. < 1, but less so in the present in­
stance. Let the mass m be incident along the e = 0 
direction, then r(O = 0) = 00 and this determines 
00 as 

00 = ± .! cosh-I! . (18) 
P E 

6 Note: The "parabola" always does! 
• When 0( > i, E is greater than or less than unity according as E 

is less than or greater than me', in contradistinction to the case 
where 0( < I. Hence rmax as given in the text is positive, as it should 
be. 

7 Since the reader will make the observation himself, we take this 
opportunity to point out the amusing fact that the absorption form 
rmax to r = 0 can equally well be played in reverse; viz., emission 
from r = 0 to Tmax and then followed by reabsorption, a phenom­
enon with an obvious, though, as the present effect seems to have 
nothing to do with range, probably incorrect, quantum analog. 
There is no trouble with energy or angular momentum conservation 
because the central mass is infinite-it can serve as a source as well as 
a sink! It is even more amusing that infinite mass classical particles 
(such as our force center) can have "intrinsic," though arbitrary, 
angular momentum. 

The lower sign is needed to keep r positive. The result 
for the orbit is 

Ijr = -1 + cosh pO + (1 - E2)! sinh pO. (12") 

[A similar treatment of Eq. (14) will eliminate 00 

there, too.] The impact parameter is 

b 1· . 0 CJ. I Jlme = 1m r sm = ! 0 = 2 ! . 
'-+00 (y2 - 1) (y - 1) 

(19) 

Here the picture is that of an incident particle 
coming in from far out and, rather than scattering 
and re-emerging, instead being "absorbed" by the 
central potential. 

We can present a centrifugal barrier explanation 
again as follows: Fix K2 and vary the impact parameter 
b from large values down towards zero; K2jJe rises 
from small values, passes through one, and increases 
beyond. The high J particles scatter in accord with 
Eq. (7a) but the low angular momentum, low impact­
parameter particles are absorbed as dictated by Eq. 
(19).8 Crudely, 

Je - mvob • e - me
2 

(~)b - E(~) b 
- (1 - v~je2)! - (1 - v~je2)! e - e ' 

(20) 

where Vo is the velocity of m at r = 00; we see that 
K2jJe > 1 implies 

or 

which furnishes a crude confirmation of the state­
ments of the previous paragraph, since K2jb is a 
characteristic value of the potential energy. 

Finally, it is interesting to note that when CJ. > 1 
negative energy solutions, but with the positive square 
root in Eq. (1), are possible. Thus if y < 0, Eq. (7b) 
still holds if 1 and E, which are both proportional to 
Ijy, are simply allowed to be negative. The result is 
just a tighter spiral, starting at a smaller rmax = 
\1\/)1 + \E\) = Ij(E - 1), just the same as the y > 0 
(and hence E > 0) case. 

When CJ. ::;; 1, there are no solutions if y < 0 (or if 
y2 < 1 - CJ.2), as this leads to a negative kinetic 
energy term. 

The reason for these effects is not hard to see. When 
the coupling is strong, the argument of the square root 
in Eq. (5) or Eq. (6) is positive for r < 11(E - 1) 
even for E < 0, as the condition CJ.2 > 1 or K4je2 > J2 

8 One is reminded here of the low partial-wave absorption in 
peripheral production processes at high energies. The "sink" in this 
case is a probability sink, the large number of open inelastic channels 
[cf. K. Gottfried and J. D. Jackson, Nuovo Cimento 33, 309 
(1964)]. 
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causes the l/r 2 term, which dominates in this region, 
to have a positive coefficient. When (1..2 < 1, this is 
not the case. The effect of the "centrifugal barrier" 
is summarized in the J2/r2 term in the square root of 
Eq. (5) and we see that it competes at r = 0 not with 
VCr) but with [V(r)]2. This is the reason for its relative 
ineffectiveness in preventing collapse. In the non­
relativistic theory, the centrifugal barrier competes 
with V(r) itself. There is no contradiction here for the 
nonrelativistic theory is obtained from the relativistic 
theory by expanding the argument of the square root 
in Eq. (5), getting 

[ ( 
K2) J2J 1 ( K2)2 2m E' + -; - r2 + ~ E' + -; , 

and dropping the last term. This procedure gives an 
incorrect nonrelativistic limit when r -- 0, but of 
course this extra term could never show up in the 
nonrelativistic theory, as the latter can be obtained 
from the relativistic theory only by making c -- 00, 

which justifies the dropping of the [V(r)]2 contribution 
"nonrelativistically. " 

To look at this in another way, and in the more 
general case, suppose that near the origin 

(21) 
Then from Eq. (1) 

oR J2c2/r3 
]i = - - = nk2rn- 1 + ....::...-.:......!..:....-

r or E + arn 
(22) 

The denominator is the square root appearing in 
Eq. (1) and hence is positive. Equation (22) can be 
negative for r -- 0 only if n < O. Requiring this with 
n negative gives 

or, since r -- 0, 

(23) 

This can be fulfilled for all k 2/Jc only if n < -1. If 
n = -1, then the inequality (23) becomes 

(24) 

In these cases the radial force (22) is sufficiently 
strongly attractive at the origin that it can cause the 
particle to fall to the center, as ]ir -- - 00 there. A 
Yukawa potential, for exampl~, may be seen to have 
this property if the value of k 2/Jc is greater than unity 
in accordance with Eq. (24). 

We can conclude that fall occurs in the case of a 
sufficiently singular potential provided the particle 
can get close enough to r = 0 for the singular character 
of the potential to take effect. This is certainly the 

case for any power law attraction if y < 1. The un­
bound case, however, has a trivial "exception," 
namely, that where the centrifugal barrier dominates 
over VCr) at larger rand E - mc2 lies low enough 
that the particle is turned away before it can get in 
close enough to the origin for the strong attraction 
there to take hold. Whenever the energy is great 
enough for the particle to get into the r = 0 region, 
however, it falls to the center as long as V(r) is 
sufficiently singular. 

IV. QUANTUM-MECHANICAL CASES 

The nonrelativistic classical problem with 

VCr) = -k2/2r2 

gives an orbit equation, 

(25) 

J
r (J/r2) dr 

o - 0, = [2mE' + (k'm _ J') ~ r ' (26) 

which results in fall if k 2m ~ P. The quantum version 
of this potential gives a wavefunction9

: 

R(r) "" Jrcos [(y - !)!In r + c], c = const (27) 

when y > t. Here 

The condition y > i is re-expressible as 

k 2m > /i2(l + t)2, 

(28) 

(29) 

which can be compared with the classical condition 
[the t in Eq. (29) comes from the uncertainty prin­
ciple]. In Ref. 9 it is argued that the solution (27) 
reflects a kind of "fall" to the origin because, as r -- 0, 
R(r) has infinitely many nodes for any finite value of 
E'. The fact that the ground state is supposed to have 
no nodes, means that it must be at E' = - 00. Since 
in general a particle is supposed to be in a region of 
space where E' > V, it follows that the ground state is 
that of the particle confined to r = O. This is quantum­
mechanical "fall." 

The Dirac and Klein-Gordon equations exhibit 
similar features when VCr) = -K2/r near r = O. We 
look only at the Dirac case. The energy levels are2 

E = mc2 1 + (1..0 , 
[ 

,2 J-! 
{n' + [(j + tl - (1..~2]!}2 

n' = 0, 1, 2, . " " (30) 

9 L. Landau and E. Lifshitz. Quantum Mechanics (Addison-Wesley 
Publishing Company. Reading. Massachusetts. 1958). p. 118ff. 
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where 

These are complex when 

, 
(X 

K2 > 1. 
n(j + t)c 

(31) 

(32) 

Both the "large" and "small" solutions near the 
origin, independent of E, go as 

which gives solutions like (27), and arguments 
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analogous to those given in Ref. 9 may strongly 
suggest quantum-mechanical "fall" here also. 

It is suggestive that the classical "coupling constant" 
seems to generalize to the quantum-mechanical case 
and it is hard to resist the temptation to speculate on 
the possible significance of the effects. Thus, it is 
probably true that strong interaction phenomena have 
an entirely different character from electromagnetic 
interaction phenomena and, perhaps, in a way, are 
somehow related to "fall" effects. The connection, if 
any, however, must remain vague until a more realistic 
model can be set up and solved, but we have no 
such model. 

VOLUME 8, NUMBER 10 OCTOBER 1967 

Complementary Variational Principles and Their Application 
to Neutron Transport Problems* 

G. C. POMRANING 

General Dynamics, General Atomic Division 
San Diego, California 

(Received 19 January 1967) 

Several variational principles are developed which give upper and lower bounds for the linear func­
tional (S, Ip), where Ip is the solution of the inhomogeneous equation Hlp = S with H a self-adjoint, 
positive-definite, linear operator. Some of the principles bound this functional only with respect to small 
or local variations, whereas others give bounds for arbitrary variations. Several of our results coincide 
with those of other authors widely scattered throughout the literature, and we show that these principles 
have a common origin. Other results given are new. Examples of the use of these principles are taken 
from the field of neutron transport.theory, and we use both the linear Boltzmann or transport equation 
and the diffusion equation. One interesting result is that certain "exact" values of the extrapolated 
endpoint for the Milne problem which have been reported in the literature fall, due to numerical 
inaccuracies, outside the bounds computed here. 

I. INTRODUCTION 

FOR the purposes of this paper, we define a varia­
tional principle in the following limited sense: 

Suppose that a physical situation is entirely described 
by a given equation (or set of equations). Further 
suppose that we are only interested in a single gross 
aspect of the solution of this equation, i.e., some func­
tional of the solution. Finally, suppose that we know an 
approximate solution to this equation. By definition, 
we say that this approximate solution differs from the 
exact solution by first-order terms in some smallness 
parameters. Then a direct calculation of the functional 
of interest with this approximate solution will, by 
definition, contain first-order errors as compared to 

• This work was initiated while the author was a guest at the 
Brookhaven National Laboratory. 

the exact result. A variational principle is defined to 
be a definite procedure for using this first-order solu­
tion of the equation to obtain an estimate of the func­
tional of interest containing only second-order errors. 
We further define complementary variational prin­
ciples as a pair of principles for estimating the same 
functional, one of which is a minimum principle and 
the other a maximum principle. By a minimum varia­
tional principle we mean that for sufficiently small 
first-order errors in the approximate solution (trial 
function), the variational estimate of the functional 
will necessarily be a second-order overestimate of the 
true value. Likewise, a maximum principle will 
always yield a second-order underestimate of the 
exact result with respect to local errors (variations) 
in the trial function. 
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In this paper we consider a certain class of inhomo­
geneous equations and construct complementary 
variational principles for a particular functional. 
Specifically, we consider equations of the form 

H(x)V(x) = Sex), (1) 

where H(x) is a real, self-adjoint (Hermitian), positive 
definite, linear operator, x is the independent variable 
(or represents the set of independent variables), Vex) 
is the dependent variable, and Sex) is a given inhomo­
geneous term. The operator H*, said to be adjoint 
to H, is defined by 

(j, Hg) = (g, H*/), (2) 

for all real functions I and g in the field of definition 
of Hand H* , where we have defined the inner product 
as 

(f, g) = (g,!) == J dxf(x)g(x). (3) 

A self-adjoint operator is one for which H = H*. The 
restriction throughout this paper to real operators 
and functions is nonessential and is imposed only 
for simplicity. A positive definite (or positive bounded 
below) operator is one which obeys 

(f, HI) ~ m(j, I), (4) 

for all functions I in the domain of H, where m is a 
real, positive number. We show that one can always 
construct complementary variational principles which 
are well-defined from a calculational point of view for 
the functional J, given by 

J[V] == (S, V). (5) 

J is frequently called the weighted average of V. We 
also show that one can obtain more powerful, though 
not as well-defined from a computational viewpoint, 
results. That is, complementary variational principles 
are defined such that they bound the exact result with 
respect to small or local variations. We also give 
methods which necessarily bound the true value of 
J[V] with respect to all variations, no matter how 
large. For arbitrary variations, these bounds are also 
of second order but it is only for small variations, of 
course, that a second-order result is more than a 
formal notion. 

Some of our results coincide with those of other 
authors scattered throughout the literature. The 
treatment given here shows that these principles, 
which have been discussed in diverse contexts, can 
be derived from a common starting point. Specifically, 
we make contact with the work of Roussopoulos,1 

1 P. Roussopoulos, Compt. Rend. Acad. Sci. Paris 236, 1858 
(1953). 

Schwinger2 and Francis,3 Selengut,4 Kato,5 Slobo­
dyansky,6 Becker,7 Yasinsky,8 and especially Noble.D 

It was the recent work of Noble and subsequent 
related publications10,11 which stimulated the present 
work. Further, several results are given which are 
believed to be new and useful. 

We draw examples of the use of our results from 
the field of neutron transport theory. In particular, 
we shall consider the one-velocity transport equation 
with isotropic scattering12 

1p(r) = r dr' e-
T

, 2[~S(r')1p(r') + serf)], (6) Jv 47T Ir - r I 
where T, the optical path length between rand r', is 
given by 

T == (' ds~(s), Jr, (7) 

1p(r) is the scalar flux, ~(r) is the macroscopic collision 
cross section, ~s(r) is the macroscopic scattering 
cross section, and S(r) is the (isotropic) scalar external 
source. Further, we consider the diffusion theory 
approximation to Eqs. (6) and (7) given by12 

-V· D(r)V1p(r) + ~aCr)1p(r) = S(r), (8) 

where D(r), the diffusion coefficient, is defined by 

D(r) == 1/3~(r), (9) 

and the macroscopic absorption cross section ~aCr) is 
given by 

~a(r) == ~(r) - ~.(r). 

II. DEVELOPMENT OF THE 
COMPLEMENTARY PRINCIPLES 

(10) 

In his work dealing with complementary variational 
principles, NobleD treated the case of two coupled 
equations of the form 

TV = aW(x, u, V) (11) 
au ' 

T* U = aW(x, u, V) 
aV ' (12) 

2 H. Levine and J. Schwinger, Phys. Rev. 75, 1423 (1949). 
3 N. Francis, J. Stewart, L. Bohl, and T. Krieger, "Variational 

Solutions of the Transport Equation," Second Geneva Conference 
on Peaceful Uses of Atomic Energy, Report 15/P/627 (1958). 

• D. S. Selengut, Hanford Quarterly Report HW-59126, 89 (1959). 
5 T. Kato, Math. Ann. 126, 253 (1953). 
6 S. G. Mikhlin, Variational Methods in Mathematical Physics 

(The Macmillan Co., New York, 1964). 
7 M. Becker, The Principles and Applications of Variational 

Methods (M.LT. Press, Cambridge, Mass., 1964). 
8 J. B. Yasinsky, Trans. Am. Nucl. Soc. 9, 471 (1966). 
• B. Noble, Math. Research Center Report No. 473, Madison, 

Wisconsin (1964). 
10 L. R. Rail, J. Math. Anal. Appl. 14, 174 (1966). 
11 V. Komkov, J. Math. Anal. Appl. 14, 511 (1966). 
12 B. Davison, Neutron Transport Theory (Oxford University 

Press, London, 1957). 
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where T* is the operator adjoint to T, and obtained 
conditions on the function W for complementary 
variational principles to exist. In order to apply 
Noble's ideas to Eq. (1), we introduce a second 
dependent variable in the following way: We define 
a non-negative operator, say L, as one which satisfies 

(j, Lf) ~ 0, (13) 

for all functions f in the field of definition of L. 
We then write the operator H in Eq. (1) as the sum 
of two non-negative, self-adjoint operators, a decom­
position which we shall later show is always possible. 
We further represent one of these two operators as 
the product of an operator T and its adjoint T*, 
another decomposition which is always possible.6 

Hence we have the representation 

H= L + T*T, (14) 

where L is non-negative and self-adjoint. To obtain 
complementary variational principles for J[V] which 
are useful in a practical sense, we require that L-l, the 
operator inverse to L, be known. However, we do 
not require that the operators T and T* be known. 
They are introduced only to facilitate the derivation 
of the principles and do not appear in the final results. 
We introduce a second dependent variable Vex) 
according to 

V= TV. 

Using Eqs. (14) and (15) in Eq. (1), we have 

LV+ T*V= S. 

(15) 

(16) 

Equations (15) and (16) are entirely equivalent to the 
simpler Eq. (1) but have the advantage for our 
purposes of being closer to the form treated by Noble9 

than is Eq. (1). 
Consider the functional [analogous to the primary 

functional of Noble-his Eq. (11)] 

F1 [u, v] = 2(S, v) - (v, Lv) 

+ (u, u) - 2(u, Tv), (17) 

where u and v are arbitrary functions. If we let 

v = V + bv, 

u = V + bu, 

we find, using Eqs. (5), (15), and (16), 

F1 [u, v] = J[V] - (bv, Lbv) 

(18) 

(19) 

+ (bu, bu) - 2(bu, Tbv). (20) 

Hence F1 [u, v] is a variational principle for J[V] since 
it estimates J[V] with second-order errors. However, 
since bu and bv are independent and arbitrary, 

F1 [u, v] can either be an overestimate or an under­
estimate of J[V], depending upon bu and bv. 

To derive a functional which always underestimates 
J[V], let us consider only v to be independent and 
generate the trial function u from 

u = Tv, (21) 

in analogy to Eq. (15). Then we find 

F1[Tv, v] == F2[V] = 2(S, v) - (v, Hv), (22) 
or 

F2[V] = J[V] - (bv, Hbv). (23) 

Since H is positive definite, Eq. (23) shows that 
F2[V] yields a lower bound for J[V] for all v. Note that 
we have not assumed bv to be small. Of course, it is 
only for small bv that this lower bound will be close 
(differing by second-order terms) to the exact result, 
J[V]. Equation (22) is just the Roussopoulos func­
tional1 in the self-adjoint case and its lower-bound 
property has previously been noted.13 

This lower-bound result can be put in a more 
convenient (and more accurate) form by using a 
device due to Selengut.4 We write the trial function 
vex) as the product of an amplitude IX and a shape 
function vex), i.e., 

vex) = IXV(X). (24) 

Since F2[V] underestimates J[V] for all functions 
vex), we determine the value of IX, as a functional of 
vex), as that value which maximizes F2[V]. That is, 
we substitute Eq. (24) into Eq. (22) and set the first 
derivative of the result with respect to IX equal to zero. 
We find, suppressing the bar on vex), for the optimum 
value of IX, 

IX = (S, v)/(v, Hv). (25) 

Using Eq. (24), with IX given by Eq. (25), in F2 [v], we 
obtain a new functional G2 [v], given by 

G2[v] = (S, V)2/(V, Hv), (26) 

which is frequently called the Schwinger functional2 

and has been widely used by Francis et aP G2 [v] has 
the advantage over F2[V] that the normalization of 
the trial function is irrelevant. From its derivation it 
is clear that G2 [v], for any trial function vex), is a 
lower bound for J[V]. A more general result could be 
obtained by using 

N 

vex) = I IXnVn(X) (27) 
n~1 

in F2[V] and maximizing the result with respect to all 
the IXn. We note that in our lower-bound results, Eqs. 
(22) and (26), only the operator H and none of the 

13 R. Goldstein, J. Math. Phys. 8, 473 (1967). 
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decomposition components, i.e., the operator L, 
appears. Such is not the case for the upper-bound 
results which we now derive. 

We return to F1 [u, v], Eq. (17), and in this instance 
treat only u as the independent trial function. Since 
U and V are related by Eq. (16), we generate the trial 
function vex) according to 

v = L-1(S - T*u). (28) 
We then obtain 

F1[u, L-1(S - T*u)] == F3[U] 

= (u, u) + ([S - T*u], L-1[S - T*u]), (29) 
or 

F3[U] = I[V] + (<5u, <5u) + (T*<5u, L-1T*<5u), (30) 

where we have used the fact that if L is self-adjoint, 
so is L-1. Since the operator L was stipulated as non­
negative, L-1 is non-negative and Eq. (30) shows that 
Fa[u] is an upper bound for I[V] for all trial functions 
u(x). Further, the difference between F3[U] and I[V] 
is of second order in <5u. Again, we have nowhere 
assumed <5u to be small. Fa[u] as given by Eq. (29) 
is in an inconvenient form, since it contains the oper­
ator T* involved in the decomposition of H. This 
practical difficulty can be overcome by defining the 
trial function u as the result of T operating on a 
function v, i.e., 

u= Tv. (31) 

In view ofEq. (15), for u to be a good approximation 
to U, v should be a good approximation to V. Using 
Eq. (31) in F3[U] and using Eq. (14) to eliminate the 
T*T which results, we have an alternate form of 
Fs[u] which we denote by F4[V]: 

Fs[Tv] == F4[V] = 2(S, v) - (v, Hv) 

+ ([Hv - S], L-1[Hv - S]). (32) 

In this form we see that our upper-bound result is 
just our lower-bound result F2 [v], plus an additional 
term which is obviously of second order and positive. 
Contrary to our lower-bound results, F4[V] contains 
the operator L-1 and hence is more difficult to use. 
F4 [v] is substantially the same as a variational principle 
due to Slobodyansky,6 which he arrived at from 
entirely different considerations. 

As before, we can obtain a normalization independ­
ent result by writing 

vex) = pv(x), (33) 

and minimizing F4[V] with respect to p. We find for 
this value of p, dropping the bar on vex), 

p = (S, v - L-1Hv)/(Hv, v - L-1Hv), (34) 

which leads to the upper-bound normalization inde-

pendent result 

G4 [v] = (S, v - L-1Hv)2/(Hv, v - L-1Hv) 

+ (S, L-1S). (35) 

We emphasize that G,[v] is an overestimate of I[V] 
for all trial functions vex), no matter how inaccurate. 
As with our lower-bound results, one can derive a 
more general normalization independent upper-bound 
result by using a trial function of the form 

N 

vex) = Z PnVn(X), (36) 
n~1 

and minimizing F4[V] with respect to all the Pn. 
Let us show the relationship of our results to those 

of Kato.6 Let lu and h denote upper and lower 
bounds, respectively, to the exact result I[V]. We 
have the obvious inequality 

(I - Iu)(I - h) ~ o. (37) 

Adding !(/u - IL)2 to both sides of this inequality, 
regrouping terms on the left-hand side, and taking 
the square root of the resulting inequality, we obtain 

11- !(IL + Iu)1 ~ l(/u - h). (38) 

To formally obtain Kato's result, we use F2[V] for 
IL and F4[V] for Iu. We further set L = H in F4[v], 
decompose H according to H = r*r, and define a 
function Vi as any solution of the equation 

r*v' = S. (39) 
Then we find 

h = 2(S, v) - (rv, rv), (40) 

Iu = (v', v'), (41) 

and Eq. (38) becomes 

11- !(IL + Iu)1 ~ Hrv - Vi, rv - v'), (42) 

which is Kato's result (his Eq. (7)] specialized to the 
case for which I[V] is the functional of interest. We 
note that, in general, Eq. (42) is difficult to use since 
the equation defining v', Eq. (39), involves r* and 
hence one must explicitly decompose the operator H 
into the product of an operator and its adjoint. 
Further, once such a decomposition is known, one 
must be able to obtain a solution of Eq. (39). How­
ever, in the cases for which this is possible, Kato's 
result is quite powerful since his formulation allows 
one to bound an arbitrary linear functional of V. 
(We are considering only a special linear functional, 
I[V] == (S, V) in this paper.) 

Finally, we remark that the introduction of a second 
dependent variable U into the formalism [see Eqs. 
(15) and (16)] and the subsequent treatment of either 
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V or V as the sole dependent variable can be consid­
ered as an extension of the Legendre or involutory 
transformation which Courant and Hilbert14 introduce 
in their variational treatment of differential equations. 
Yasinsky8 has explicitly shown this connection 
between F2[V] and F4[V] for the Sturm-Liouville 
equation. 

III. DECOMPOSITION OF THE OPERATOR H 

In the previous section it was stated that a positive 
definite operator can always be decomposed into the 
sum of two non-negative operators. This notion was 
crucial in the derivation of our complementary 
variational principles, in particular the upper-bound 
results. In this section we elaborate on this decom­
position and, as a result of this discussion, further 
develop our upper-bound results. We have seen that 
our lower-bound results involve only the operator H 
and hence, insofar as the calculation of lower bounds 
is concerned, the development is complete. 

In certain instances, the required decomposition is 
obvious. For example, for the diffusion equation 
given by Eq. (8), we can make the identification 

L = ~a(r), (43) 

T = [D(r)] tv ; T* = - V • [D(r)]!, (44) 

since the physics dictates that ~a and D are non­
negative functions of space. In general, however, 
such a decomposition by inspection is not possible. 
The transport equation given by Eqs. (6) and (7) is 
an example of this more general situation. Let us 
therefore give a decomposition of a positive definite 
operator H into the sum of two non-negative oper­
ators, say Land L', in the general case. Let iii be the 
largest value of m for which Eq. (4) holds and con­
sider the decomposition 

L= yl, 

L' = H - yl, 

(45) 

(46) 

where 0 ~ y ~ iii, and I is the identity operator. 
Then we have 

(j, Lf) = y(f,f) (47) 
and 

(f, L'f) = (j, Hf) - y(j,f) ~ (iii - y)(f,f). (48) 

Clearly (j, Lf) ~ 0 since y ~ 0 and also (f, L'f) ~ 0 
since y ~ iii. Thus we have trivially shown that a 
positive definite operator can always be written as the 
sum of two non-negative operators. 

If the decomposition of H is accomplished according 

14 R. Courant and D. Hilbert, Methods of Mathematical Physics 
(Interscience Publishers, Inc., New York, 1953), Vol. I. 

to Eqs. (45) and (46), then F4[V] and G4 [v] are written 

F5[V] = 2(S, v) - (v, Hv) 

+ y-l(Hv - S, Hv - S), (49) 

G5[v] = (S, V - Hv/y)2 +! (S, S), (50) 
(Hv, v - Hv/y) y 

where 
o ~ y ~ iii. (51) 

Although F5[V] and G5[v] correspond to special cases 
of F4[V] and G4[v], we have chosen to consider them 
as separate results (hence the change in subscript 
from 4 to 5) for purposes of subsequent discussion. 
In using Eqs. (49) and (50), one would like to choose 
y as large as possible, consistent with Eq. (51), since 
a tighter upper bound is achieved with a larger y. 
We note that F5[V] is just the Roussopoulos functionaP 
plus a multiple of the "least squares" principle used 
by Becker.7 

A somewhat different restriction on y can be found 
by considering Eq. (49) directly. Using Eq. (18), we 
find 

Fdv] = I[V] - (<5v, H<5v) + y-l(H<5v, H<5v). (52) 

Hence F5 [v] will be an upper bound for I[V] if we 
choose y in the range 0 ~ y ~ fl, where fl is the 
largest value of n for which the inequality 

(Hj, Hf) ~ n(j, Hf) (53) 

holds for all functions j in the field of definition of the 
operator H. We can easily show that this inequality 
for y is no more restrictive than Eq. (51). Consider 
the inequality 

(Hj - aj, Hf - af) ~ 0, (54) 

where a is any real number. An expansion of Eq. (54) 
yields 

(Hi, Hi) > 2a _ a2 (1, i) . 
(1, Hi) - (1, Hi) 

Let a = (j, Hf)/(j,f). Then Eq. (55) becomes 

or 

(Hi, Hi) > (1, Hi) 
(1, Hi) - (1, i) , 

(Hi, Hi) > iii. 
(1, Hi) -

(55) 

(56) 

(57) 

Since fl is by definition the largest value of n for which 
Eq. (53) holds, Eq. (57) implies 

iii ~ fl, (58) 

which is the desired result. In order to use F5[V] or 
G5 [v], one needs to know in or fl. In practical cases 
for which one can relate fl and iii to a quantity 
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amenable to calculation, we show that m = fi. This 
equality may be true in a more general circumstance, 
but the present generality is sufficient for our purposes. 

In order to discuss the upper bound on y, we 
introduce the eigenfunctions and eigenvalues of H 
according to 

(59) 

We now consider the functional Jm[f], defined as 

Jm[f] == (f, Hf)J(f,f), (60) 

which, by definition, has a minimum value m. If there 
exists a function f in the field of definition of H, say 
10, for which Jm[fo] = m, then we shall show that 
10 = 0 0 , the eigenfunction of H corresponding to the 
lowest eigenvalue, and further m = Ao. To show this, 
we calculate the first variation of Jm[f] and evaluate 
it at f = 10. Since, by assumption, fo minimizes 
Jm[f], this first variation must be equal to zero. Hence 
we arrive at 

(fo,!o)(H!o,15f) - (H!o,!o)(fo, 15f) = 0, (61) 

or, since Jm[fo] = m, 
(H!o - iiifo, 15f) = O. 

Since 15fis arbitrary, Eq. (62) implies 

Hfo = iiifo, 

(62) 

(63) 

i.e., thatfo and m are an eigenfunction and eigenvalue 
of the operator H. Since the eigenvalues of Hare 
given by 

A; = (0;, H0;)J(0;, 0;), (64) 

clearly m must be the lowest eigenvalue Ao. A similar 
analysis can be applied to the functional 

In[f] == (Hf, Hf)J(f, Hf), (65) 

which leads to 
H(Hfo - fi!o) = O. (66) 

Since Htp = 0 implies, by Eq. (4), that tp = 0, Eq. 
(66) is equivalent to 

Hfo = iifo, (67) 

and we conclude fi = Ao. Hence, if a minimizing 
function exists in the domain of H, we have the 
important result 

m=fi=Ao, (68) 

and the minimizing function is 0 0 • 

However, it may be that no function in the field of 
definition of H minimizes the functionals J m and I n • 

(This is concerned with the question of whether the 
limit of a sequence of functions in the domain of H 
is itself in the domain.) If, however, the eigenfunctions 
of the operator H are complete in the sense that all 
functions in the domain of H can be expanded in these 
eigenfunctions, then we can show quite generally that 

m = fi = Ao. We expand an arbitrary function fin 
the domain of H according to 

00 

f='2,a;0;. (69) 
;=0 

Assuming this sum to be sufficiently well-behaved so 
that the operator H in Eq. (60) can be brought inside 
the summation, and that the operations of summation 
and integration can be freely interchanged, we find 

Since Ao S A;, we have Jm[f] ~ Ao. A similar 
analysis shows that In[f] ~ Ao. This proof suffices 
for the application of our results to the diffusion 
equation, given by Eq. (8), since it is knownI4 that 
the eigenfunctions of the Sturm-Liouville operator 
are complete. It is not known, however, whether or 
not the eigenfunctions of the transport operator, 
Eqs. (6) and (7), are complete. Nevertheless, a slightly 
modified version of the above analysis, using the 
Hilbert-Schmidt theorem for integral operators,IS 
allows us to draw the same conclusion, i.e., 0 S y s 
Ao, for the transport operator corresponding to a 
one-dimensional homogeneous medium. This proof 
is given in the Appendix. 

If we restrict ourselves to practical cases for which 
o S y S Ao, we need consider the problem of obtain­
ing an estimate of Ao for use in our upper-bound 
results. Ideally, we would like an accurate under­
estimate of Ao, but as remarked by Mikhlin, S methods 
for achieving this for a general positive definite 
operator are not yet known. For certain operators, 
special methods will give an accurate lower bound 
for Ao (see, e.g., WingIS). Let us show that the Rayleigh 
quotient for the lowest eigenvalue, given by 

1.0[°0] = (00, HOo)J(Oo, (0), (71) 

can be of some help in the general case. Here 00 is 
an estimate of 0 0 and the resulting 1.0 is an estimate 
of Ao. It is well-known6 and, in fact, our analysis 
of Jm[f] has shown, that Eq. (71) is a second-order 
overestimate of Ao if 00 differs from 0 0 by first-order 
terms. Let us consider Fs[v] with y replaced by 1.0 
according to Eq. (71). Denoting the result by Fs[v, 00], 
we have 

F6 [v,00] = 2(S, v) - (v, Hv) 

+ Ao\Hv - S, Hv - S), (72) 

15 S. G. Mikhlin, Integral Equations (The MacMillan Co., New 
York,1964). 

I. G. M. Wing, J. Math. Anal. Appl. 11, 160 (1965). 
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with Ao given by Eq. (71). Since Ao is not an under­
estimate of Ao, we cannot conclude that F6 [v, 00] 
will be an upper bound for f[V] for all v and °0. 
However, we can show that it will overestimate f[V] 
with respect to local variations, i.e., it is a minimum 
variational principle. We have 

F6 [V, 0 0] = (S, V) = frY], (73) 

bF6 [V, 0 0 ] = 0, (74) 

b2F6 [V,00] = (2/Ao)(Hbv, Hbv) - 2(bv, Hbv), (75) 

b3F6 [V, 0 0] = 0, (76) 

b4F6 [V; 0 0] = -(12/A~)(Hbv, Hbv)b2Ao[00]. (77) 

From Eqs. (73) and (74) it is clear that F6 [v, 00] is 
a variational principle for f[V], i.e., it estimates this 
quantity with second-order errors. Our previous anal­
ysis has shown that the right-hand side of Eq. (75) is 
non-negative for all bv and hence b2Fs ~ 0, i.e., 
F6 [v,00] is a minimum principle. Since the Rayleigh 
quotient overestimates Ao, we have b2Ao[00] ~ 0, and 
thus Eq. (77) shows that b4Fs ~ O. Now, Fs[v] has 
the property that bnF5 [V] ~ 0 for all n since F5 [v] 
overestimates f[V] for all trial functions v. Thus only 
in fourth and higher-order terms in bv does the char­
acter of F6 [v, 00] differ from that of Fdv]. That is, 
while Fdv] will overestimate f[V] for any trial func­
tion v no matter how inaccurate, F6 [v, 00] will only 
overestimate f[V] with respect to local variations, 
i.e., if bv and 1500 are small enough so that fourth and 
higher-order terms are negligible compared to second­
order terms. 

To derive a normalization independent form of 
F6 [v, 00], we set 

veX) = EV(X), (78) 

where vex) is a shape function and the amplitude E 

is to be determined as a functional of vex). Analogous 
to our derivation of G5 [v], we could use Eq. (78) in 
F6 [v, 00] and obtain E by setting the first derivative 
of this result with respect to E equal to zero. The 
result ofthis would be G5 [v] given by Eq. (50) with y 
replaced by Ao. However, since F6 [v, 00] is not neces­
sarilyan overestimate of f[V] for bv and 1500 large, we 
cannot interpretthis procedure as minimizing F6 [EV, 00] 
with respect to E. It seems more desirable to determine 
E from an extremum argument if possible. One such 
method is to obtain E by minimizing the term (bv, Hbv) 
occurring in the second variation of F6 [v, 00], Eq. (75). 
Since this term, and only this term, contributes a 
negative component to the second variation, we can 
interpret this procedure as minimizing the magnitude 
of the negative component of the second variation. 
It was just this term which was minimized in deriving 

G2 [v], Eq. (26), and hence we obtain E = ex, where 
ex is given by Eq. (25). Our final result is 

G6 [v, 00] = (S, V)2/(V, Hv) 

+ A(jl(exHv - S, rxHv - S), (79) 

with ex given by Eq. (25). We see that G6 [v,00], a 
minimum principle, is just G2 [v], a maximum prin­
ciple, plus a positive "correction" term. While G6 [v, 00] 
gives an overestimate of f[V] for bv and 1500 small (so 
that fourth-order terms are negligible), it will not 
necessarily overestimate f[V] if very inaccurate trial 
functions are used. G5 [v], on the other hand, will yield 
an overestimate of f[V] for all trial functions v no 
matter how inaccurate, but its use requires a knowledge 
of a lower bound on Ao, the smallest eigenvalue of the 
operator H, and this knowledge is not always easy to 
obtain. 

IV. SOME EXAMPLES 

As a first example of the use of complementary 
variational principles, we consider a neutron diffusion 
theory problem closely related to the example given 
by Noble.9 Specifically, we analyze a homogeneous 
slab of thickness 27" with a spatially independent 
external source. Equation (8) can then be written 

-d21p(x)/dx2 + 1p(x) = 1/(27")t, (80) 

where the unit of distance has been chosen as the 
diffusion length (D/L.a)! and, in these units, the 
source strength has been chosen as S = 1/(27")!. If 
the neutron flux is assumed to vanish at the edges of 
the slab, Eq. (80) is to be solved subject to the bound­
ary conditions 

1p(7") = 1p( -7") = o. (81) 

The complementary variational principles will give 
upper and lower bounds for the functional 

(S, 1p) = (27")-! fTdX1p(X). (82) 

As the thickness of the slab approaches infinity, 1p(x) 
approaches (27")-! (except in the immediate vicinity 
of the boundaries) and thus (S,1p) approaches unity. 
This was the reason for the particular source normal­
ization used in Eq. (80). The exact result for (S, 1p) is 
easily found to be 

(S,1p) = 1 - 7"-1 tanh (7"). (83) 

If we choose a parabola satisfying the boundary con­
ditions as the trial function cp(x) for use in the varia­
tional principles, i.e., 

1p(x) R; cp(x) = 7"2 - X2, (84) 

then Eq. (26) gives the lower bound 

G2 [cp] = 7"2/[3(1 + %7"2)]. (85) 
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TABLE I. The integrated flU}{ in a slab system of thickness 27. 

Slab half- Lower Exact Upper bounds thickness bound result 

7 G2 [tp] (S,!p) G.[tp] G.[tp] G.[tp,Oo] 

o. o. O. O. O. O. 
0.5 0.0758 0.0758 0.0769 0.0758 0.0759 
1.0 0.2381 0.2384 0.2500 0.2384 0.2420 
1.5 0.3947 0.3966 0.4286 0.3967 0.4124 
2.0 0.5128 0.5180 0.5714 0.5185 0.5516 
3.0 0.6522 0.6683 0.7500 0.6706 0.7321 
4.0 0.7207 0.7502 0.8421 0.7558 0.8286 
6.0 0.7792 0.8000 0.9231 0.8476 0.9154 

10.0 0.8129 0.9000 0.9709 0.9256 0.9676 
15.0 0.8242 0.9333 0.9868 0.9622 0.9858 
25.0 0.8300 0.9600 0.9952 0.9852 0.9946 

00 0.8333 1.0000 1.0000 1.0000 1.0000 

If G4 [cp], given by Eq. (35), is used to compute an 
upper bound, and if we set the operator L equal to 
the identity operator, we obtain 

G4 [cp] = 7'2/[3(1 + !7'2)]. (86) 

Another upper bound can be obtained by making use 
of Gs[cp], Eq. (50). With y taken as the lowest eigen­
value of the operator in Eq. (80), i.e., 

y = 1 + (1T2/47'2), (87) 
the result is 

G[]- 47'2 
S cP - 1T2 + 47'2 

[
1 5(12 - 1T2)2 ] (88) 

X - 60(12 _ 1T2) + 24(10 _ 1T2)7'2 . 

The use ofG6 [cp, 00], Eq. (79), with 0 0 also represented 
by a parabola, i.e., 

(89) 

yields yet another upper bound 

G [ 0] _ 7'2 + i!. ( 7'2 )3 
6 cP, 0 - 3(1 + tr2) 3 5 + 27'2 . 

(90) 

These results are presented in tabular form as a 
function of 7', the slab half-thickness, in Table I. We 
note that Gs [cp] is the most accurate estimate of (S, tp). 
This is not unexpected since only Gs [cp] makes use of 
an additional piece of information, namely, the lowest 
eigenvalue of the diffusion theory operator. 

As a second diffusion theory example, we consider 
the problem of Kostin and Brooks17 of a plane source 
in an infinite, homogeneous medium. If the source 
plane is of unit strength and is located at the origin, 
the appropriate diffusion equation is 

-D[d2tp(x)Jdx2
] + ~a tp(x) = o(x), (91) 

where o(x) is the Dirac delta function. The functional 
estimated by the complementary variational principles 

17 M. D. Kostin and H. Brooks, J. Math. Phys. S, 1691 (1964). 

is 

(S, tp) = L: dxo(x)tp(x) = tp(O), (92) 

i.e., the flux at the source plane. The exact solution for 
tp(x) is given by 

tp(x) = (2kD)-le-ki "'i, (93) 

where k 2 = ~a/D. Hence the exact value of (S, tp) is 
just 1/2kD. For simplicity, we set kD = t so that we 
have tp(O) = I as the exact result. As a trial function 
cp(x), we choose 

(94) 

which is the exact result for a medium with another 
absorption cross section ~~, with k'2 = ~~/ D. A direct 
evaluation of tp(O) with this trial function gives, using 
kD = t, 

cp(O) = (I + (3)1, (95) 

where f3, defined as 

f3 = (k 2 - k'2)/k'2, (96) 

is a measure of the accuracy of the trial function. 
Using F2 [cp], Eq. (22), to compute a lower bound, 
we find 

F2 [cp] = !(2 - (3)(1 + (3)1, (97) 

whereas G2 [cp], Eq. (26), gives the lower bound 

G2 [cp] = 2(1 + (3)1/(2 + (3). (98) 

If one uses either F4[CP] or G4[cp] to compute an upper 
bound to tp(O), one would logically choose the operator 
L as the absorption cross section ~a' On physical 
grounds, one knows that the appropriate value of y 
in Fs [cp] or Gs [cp] is also ~a' That is, the lowest 
eigenvalue of a homogeneous slab system approaches 
~a as the slab thickness goes to infinity. Hence, for 
this infinite medium example, F4[CP] = Fslcp] and 
G4 [cp] = Gs[cp]. We obtain, using either Eq. (32) or 
Eq. (49), 

F4[CP] = Fs[cp] = l(2 + (3)/(1 + (3)1. (99) 

Use of the normalization independent upper-bound 
principles, Eqs. (35) and (50), yields 

G4 [cp] = Gs[cp] = !(2 + (3)/(1 + (3)1. (100) 

The unexpected result that Eqs. (99) and (100) are 
identical must be considered as fortuitous. These 
results, as a function of f3, are given in Table II. We 
note that all of the variational estimates are more 
accurate than a direct calculation with the trial func­
tion, especially for small values of f3. We also see, 
as expected, that G2 [cp] is a better estimate of tp(O) 
than is F2 [cp]. 
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TABLE II. The flux at the source plane. a 

Trial Direct Lower bounds Upper bound function calculation 

fJ ep(O) F.[ep] 
F.[ep] = Fs[ep] 

G.[ep] = G.[ep] = Gs[ep] 

-0.9 0.316 0.458 0.575 1.741 
-0.7 0.548 0.739 0.843 1.186 
-0.5 0.707 0.884 0.943 1.061 
-0.3 0.837 0.962 0.984 1.016 
-0.1 0.949 0.9961 0.9986 1.0014 

0.1 1.049 0.9964 0.9989 1.0011 
0.3 1.140 0.969 0.991 1.009 
0.5 1.225 0.919 0.980 1.020 
0.7 1.304 0.848 0.966 1.035 
0.9 1.378 0.758 0.951 1.052 

a Exact value is unity. 

More interesting examples result from the consid­
eration of the transport equation given by Eqs. (6) and 
(7). It is shown in the Appendix that in certain in­
stances the transport operator satisfies all the con­
ditions imposed upon the operator H in the course of 
our development of complementary variational prin­
ciples. We first analyze the escape probability problem 
of Francis et al.3 We consider an arbitrarily shaped 
homogeneous convex body with a spatially independ­
ent source S of neutrons. The appropriate equation 
is, from Eqs. (6) and (7), 

p = K(ep + S), (101) 

where p denotes the scalar flux, e = 2.../"'2:" 
represents the integral operator 

Kf(r) = - dr' e , 2 fer'), 
1 l -lr-r'l 

41T v Ir - r I 

and K 

(102) 

where the integration extends over the volume V 
of the body. We have set "'2:, = 1 in Eqs. (101) and 
(102), i.e., the unit of distance is taken as 1/"'2:,. The 
escape probability P is defined as the ratio of the rate 
at which neutrons escape from the body to the rate 
at which they are born as source neutrons. It is easily 
shown from neutron conservation considerations that 
P can be written as 

P = [SV - (1 - e)(1p, S)/S]/eSV, (103) 

where 1p is related to p by 

1p = ep + S, (104) 

and hence satisfies the equation 

(I - eK)1p = S, (105) 

where I is the identity operator. The complementary 
variational principles G2 [<p] and G6 [<p, 00] give us lower 
and upper bounds, respectively, for (1p, S), and Eq. 
(.103) then yields upper and lower bounds for the 
escape probability P. As a trial function for 1p, we use 

'!fer) ~ <per) = 1, (106) 

i.e., we assume that the variable 1p(r) is well represented 
by a spatially independent function. This is an ac­
curate representation for el much less than one, where 
i is the characteristic dimension of the body, often 
defined asI8 i = 4 V/ A, where A is the surface area of 
the body and V its volume. We further use 

(107) 

as the trial function in the Rayleigh quotient for the 
lowest eigenvalue of the operator I - eK. This is a 
good representation for i much less than one. Sup­
pressing the algebra, the use of G2 [<p] given by Eq. 
(26) yields as an upper bound for the escape prob­
ability 

Pu = Po[1 - e(1 - PO)]-I, (108) 

where Po is the probability that a neutron from a 
spatially independent source distribution will escape 
the body without making any collisionsI8 and is given 
by 

Po = 1 - (1, Kl)JV. (109) 

Equation (108) is just the result of Francis et af.3 A 
lower bound for the escape probability is found by 
using G6 [<p, 00], Eq. (79). The final result is, after 
much algebraic manipulation, 

(110) 
where 

A _= e(l - e)(l - Po)(Po - PI) , 
u (111) 

pori - e(l - PO)]2 

and PI is the probability that a neutron from a first 
collision source distribution will escape the body 
without making any collisions. The mathematical 
definition of PI is 

PI == 1 - (KI, KI)/(1, KI). (112) 

It can be shown that 0 ~ Po ~ I and hence, since 
o ~ e ~ I, Eq. (108) implies 0 ~ P u ~ 1, an in­
equality which the exact escape probability must 
satisfy. However, the same inequality does not hold 
for PL' 

To show this explicitly, we consider slab geometry 
in which case the integrals over y and z in the operator 
K can be performed to yieldI2 

Kf(x) = - dx'EI(lx - x'j)f(x'), 1fT 
2 0 

(113) 

where the integration extends over the slab thickness. 
Po as defined by Eq. (109) becomesI8 

(114) 

18 K. M. Case, F. de Hoffman, ;nd O. Placzek, Introduction to the 
Theory of Neutron Diffusion (Los Alamos Scientific Laboratory, 
1953), Vol. I. 
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TABLE III. The escape probability for c = 0.8. 

Slab Lower Exact Upper 
thickness bound result bound 

T PL P Pu 

0.2 0.934 0.934 0.934 
0.5 0.862 0.862 0.863 
1.0 0.757 0.759 0.762 
2.0 0.583 0.594 0.606 
4.0 0.350 0.382 0.415 
8.0 0.159 0.205 0.250 

16.0 0.063 0.103 0.139 
30.0 0.026 0.055 0.078 

where E3(T) is the third-order exponential integral 
defined asI8 

En(T) == roo df-l e-
TIL 

• 

JI f-ln 
(115) 

Po for slabs is tabulated as a function of the slab 
thickness by Case et aU8 PI can be written for the 
slab case as 

PI = 1 - 2E3(T) - G22(T) - G~2(T) , (116) 
2T + 2E3(T) - 1 

where Gnm(T) and G~m(T) are defined according to 

Gnm(T) == LTdtEn(t)Em(t), (117) 

G~m(T) == f: dtEn(t)Em(T - t), (118) 

as introduced in the astrophysical literatureI9 and 
tabulated by Anthony. 20 

If ~, defined by Eq. (111), is greater than unity for 
a particular combination of c and T, then, according 
to Eq. (110), PL will be negative, a nonphysical result. 
We note that ~ = 0 at c = 0 and c = 1 and that ~ 
is non-negative for 0 ~ c ~ 1 since (Po - PI) ~ O. 
Hence ~ has a maximum in the range 0 ~ c ~ 1. 
We denote by c* the value of c for which ~ is a maxi­
mum. Equating d~/dc to zero for a fixed T, we find 

(119) 
and 

~(c*) = [(1 - Po)(Po - PI)]/4P~. (120) 

Now, ~(c*) increases from zero monotonically as T 

increases from zero. Defining T* as the value of T for 
which ~(c*) is equal to one, we find, using large 
argument expansions for Po and Pl.' 

T* = 3/(1 - In 2) ~ 10. (121) 

19 S. Chandrasekhar, Radiative Transfer (Oxford University 
Press, London, 1950). . 

20 G. W. Anthony, Hanford Atomic Products OperatIOn Report 
HW-49188, Richland, Washington (1957). 

TABLE IV. The escape probability for c = 0.9. 

Slab Lower Exact Upper 
thickness bound result bound 

T PL P Pu 

0.2 0.966 0.966 0.966 
0.5 0.926 0.926 0.926 
1.0 0.861 0.863 0.865 
2.0 0.724 0.743 0.754 
4.0 0.495 0.545 0.587 
8.0 0.213 0.319 0.400 

16.0 0.037 0.163 0.244 
30.0 -0.019 0.087 0.145 

Hence PL gives a physical (non-negative) estimate of 
the escape probability for any value of c if the slab 
thickness is less than approximately 10 mean free 
paths. On the other hand, if cis sm.all enough, ~L will 
be non-negative for any slab thIckness. Lettmg T 

go to infinity in ~ and denoting by c the value of c for 
which ~ is equal to one, we find 

c = 3/(5 - 2ln 2) ~ 0.83, (122) 

and thus we conclude that PL will be a non-negative 
estimate of the escape probability if c is less than 
approximately 0.83 for any thickness slab. Numerical 
examples of these two cases are given in Tables III 
and IV. The exact results in these tables were obtained 
from a numerical integration of the transport equation 
by Schiff and Stein.21 We note that, for T ~. 1, the 
variational estimates of the escape probabIlIty are 
very accurate. This is the expected result since in this 
instance the trial functions used are quite good repre­
sentations of the true situation. The fact that in 
certain cases PL is negative should not be interpreted 
as a basic shortcoming of the variational method. As 
we have shown, PL is negative when c is close to unity 
and the slab thickness is large. It is in just this case that 
the trial functions we have used are very poor, and 
thus PL , as well as P u , is a poor estimate of the escape 
probability. The fact that P L is negative is just a ma~i­
festation of this poorness. The use of better tnal 
functions would, of course, improve the situation. 

As a final example, we consider a generalization of 
Marshak's22 treatment of the Milne problem, i.e., a 
semi-infinite, homogeneous half-space bounded by a 
vacuum with a source of neutrons at infinity. The 
appropriate transport equation isI2 

p(x) =!!. roo dx' EI(lx - x'J)p(x'), (123) 
2 Jo 

21 D. Schiff and S. Stein, Westinghouse Electric Corporation 
Report WAPD-149, Pittsburgh, Pa. (1956). 

.2 R. E. Marshak, Phys. Rev. 71, 688 (1947). 
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where the notation is the same as in Eq. (101). We 
isolate the growing component of p(x) by writing 

p(x) = eVX 
- q(x), (124) 

where v satisfies 

2v/c = In [(1 + v)/(1 - v)], 

and arrive at the equation for q(x): 

q(x) _.£ roo dx'Eilx - x'J)q(x') = Sex), 
2 Jo 

with the source term given by 

(125) 

(126) 

Sex) = (c/2v){E1(x) - eV:"E1 [(1 + v)x]}. (127) 

One knows18 that, forlargex, q(x) decays exponentially 
according to 

q(x) X~OO) re-vx , (128) 

where r is a constant related to the extrapolated 
endpoint xo, according t018 

Xo = -(2v)-11n r. (129) 

We use the complementary variational principles to 
obtain upper and lower bounds for xO' By multiplying 
Eq. (126) by eVil) and integrating over x from 0 to y, 
and then letting y increase beyond bound, it can be 
shown that (S, q) and r are related according t023 

r = {~[~ In (_1 ) - ~J - (S,q)}{:'[_1 - ~J}-1. 
2v v 1 - v c v 1 - v c 

(130) 

The functionals G2 and G5 can be used to bound 
(S, q), Eq. (130) then used to bound r, and finally 
Eq. (129) used to bound Xo. 

As a trial function ij(x) for q(x), we use the large x 

behavior, i.e., 
q(x) !':::! ij(x) = e-VX

• (131) 

The application of G2 [ij], Eq. (26), then gives a lower 
bound for Xo, which can be written 

1 ({[In(l + v) 1 J2 1 2 }[1( 1 1) J-1) (XO)L = - -In - -- - - In (1 - v2) - -- - - In(l-v2) . 
2v v 1 + V 4v2 V 1 - v2 C 

(132) 

To use G5[ij] to obtain an upper bound for Xo, we 
require the lowest eigenvalue of the operator in Eq. 
(126). As argued earlier, this is Ao = 1 - c. The final 
result for (xo)u, while explicit, is algebraically very 
complex and hence will not be given here. Table V 

TABLE V. ex. for the Milne problem. 

Lower Upper 
e bound Case et al. Mark bound 

0.1 0.853826 0.8539 0.8590 0.853829 
0.2 0.78476 0.7851 0.7843 0.78479 
0.3 0.74836 0.7491 0.7486 0.74843 
0.4 0.7298 0.7305 0.7300 0.7300 
0.5 0.7202 0.7207 0.7204 0.7206 
0.6 0.7150 0.7155 0.7154 0.7156 
0.7 0.7121 0.7127 0.7126 0.7132 
0.8 0.7104 0.7113 0.71l2 0.7126 
0.9 0.7094 0.7106 0.7106 0.7148 

gives some numerical results for the bounds on cxo 
as a function of c, as well as the results of Case et al. I8 

and Mark24 computed numerically from the exact 
relation 

23 G. C. Pomraning and K. D. Lathrop, Nucl. Sci. Eng. 29, 305 
(1967). 

.. J. C. Mark, National Research Council of Canada Report 
CRT-338, Montreal (1945). 

We note that the bounds are exceedingly tight for 
small values of c, and somewhat looser as c approaches 
unity. We also see that the results based on a numerical 
integration of Eq. (133) fall in certain instances 
(small c) outside the bounds computed here, indicating 
an error, albeit small, in the evaluation of Eq. (133). 
An examination of the integrand of this equation 
shows that for small values of c the numerical integra­
tion is very difficult to perform and this fact no doubt 
accounts for the discrepancies in Table V. In view of 
these results, cXo was recomputed from Eq. (133) 
with great care exercised for small values of c. These 
results, which, together with a discussion of the 
methods used, are reported elsewhere,23 were found to 
fall inside the bounds given in Table V. 

APPENDIX 

We consider some properties of the transport 
operator, Eq. (6), appropriate to a nonmultiplying 
homogeneous medium (i.e., ~8 and ~ are independent 
of position) with isotropic scattering. Denoting this 
operator by H, we have 

Rf(r) = fer) _...£.. r dr' e-lr-r'12f(r'), (AI) 
47T Jv Ir - r'l 

where we have set ~ equal to unity, i.e., we have 
taken I /~ as the unit of distance and have defined 
c = ~s/~' Since the medium is ncmmultiplying and 
all cross sections are non-negative, we have 0 ~ c ~ 1. 
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We immediately note that His a Hennitian operator 
and hence has all real eigenvalues. Since both the 
operator and eigenvalues are real, the eigenfunctions 
can be normalized such that they are real. We further 
exclude all but real functions from the domain of H. 
This restriction is nonessential and is imposed only 
for simplicity. Our first nontrivial result is that 
all the eigenvalues of H are non-negative. Conl'.ider, 
for an arbitrary functionfin the domain of H, 

(j, Hf) = r drp(r) _..£. r drf(r) 
Jv 47T Jv 

x r dr' e-I r-r' I 2 fer'). (A2) 
Jv Ir - r'l 

We rewrite this as 

(j, Hf) = fvdr tdr'f(r) 

x [ocr - r') _..£. e-
lr

-
r

'1 2]f(r'), (A3) 
47T Ir - r'l 

where oCr) = o(x)o(y)r5(z), o(~) being the usual Dirac 
delta function. Following Wing,2S we introduce 
Fourier transforms into Eq. (A3). In particular, we 
write the term in brackets in Eq. (A3) as the inverse 
of its Fourier transform. We have 

(A9) implies 
(All) 

as was to be shown. 
To proceed further, we represent r by Cartesian 

coordinates and restrict the domain of H to those 
functions which depend only upon x, i.e., we con­
sider the slab geometry transport equation. Performing 
the integrals over y and z in Eq. (AI), we findI2 

Hf(x) = f(x) - E r dx'EI(lx - x'l)f(x'), (A 12) 
2 Jo 

where EI(~) is the first-order exponential integral, 
defined asI8 

(AB) 

and the limits of integration in Eq. (AI2) correspond 
to integration over the slab thickness. We now show 
that the functionals Jm[fJ and In[j], given by Eqs. 
(60) and (65), are bounded below by Ao, the smallest 
eigenvalue of H. To this end we introduce the operator 
K, defined as 

Kf(x) = - dx'EI(lx - x'Df(x'), ciT 
2 0 

(AI4) 

which has eigenfunctions and eigenvalues according to 

(A1S) 

o(s) = _1_ fdke-tk.S 
(27T )3 

(A4) The kernel of the operator K is symmetric and square 
integrable 

and 

_e _ = __ dke-ik.s -.!! tan-I Ikl. -lsi I f 4 
Isl2 (27T)3 Ikl_ 

(AS) 

With these results Eq. (A3) can be written 

(j, Hf) = ~ fdk[1 - ..£. tan-I Ikl] Iw(k)1 2
, (A6) 

(27T) Ikl 
where 

(A7) 

Now, 

I - (c/lkl) tan-I Ikl 2: 0 for c::;; I, (AS) 

and thus 
(j, Hf) 2: 0 for c::;; 1. (A9) 

Since the eigenvalues of H, say A j , are given by 

(AlO) 

where 0 j is the corresponding eigenfunction, Eq. 

.6 G. M. Wing, An Introduction to Transport Theory (John Wiley 
& Sons, Inc., New York, 1962). 

l' dx l' dx' I ~ EI(lx - X'I)1
2 

< 00, (AI6) 

and thus K is a Hilbert-Schmidt operator. IS Wing2S 
has shown that K is a non-negative operator and 
hence has only non-negative eigenvalues. Also, the 
kernel (c/2)EI(lx - x'l) is not degenerate and thus 
the operator K has an infinite number of eigenvalues. IS 
If we denote the largest eigenvalue of K by 0 0 , we 
know on physical grounds (the largest eigenvalue 
corresponds to the reactivity of the fundamental mode 
in a critical reactor) that 0 ::;; 0 0 ::;; c. 0 0 approaches 
zero as 7" approaches zero, and 0 0 approaches cas 7" 

approaches infinity. 
The theorem of Hilbert-SchmidtlS states that if 

f(x) is a square integrable function in the interval 
(0, 7"), then the function Kf can be expanded in an 
absolutely and uniformly convergent series with re­
spect to the orthonormal functions 1J'j(x), according to 

00 

Kf="2 aj1J'j, (AI?) 
j~O 

where 

ai = (1J'i' Kf)· (AIS) 
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If we define 
(AI9) 

we have, using Eq. (AI5), 

Noting that H = 1- K, where I is the identity 
operator, we write Eq. (60) as 

Jm[f] = I - (j, Kf)/(j,f), (A2I) 

and using Eqs. (AI7) through (A20), we find 

Jm[f] = 1 - (~Oib~) /(J,f). (A22) 

With the use of Bessel's inequality15 

00 

(J,f) 2. 2. b~, (A23) 
1=0 

Eq. (A22) can be written 

Jm[f] 2. 1 - 0 0 + [;~b~(Oo - O;)J/ C~ob;). 
(A24) 

Clearly the eigenfunctions of the operators Hand K 
are identical, and the eigenvalues of H, the A;, are 
related to those of K according to 

Ai = I - 0;, (A25) 

with Ao being the smallest eigenvalue of H. We have 
I - c ~ Ao ~ I from our earlier physical argument. 
In terms of the Ai' Eq. (A24) becomes 

Jm[f] 2. Ao + [~b;(A; - Ao)J/ C~b;} (A26) 

and thus Jm[f] 2. Ao since Aj 2. Ao. A similar 
analysis on Eq. (65) shows that In[f] 2. Ao; and hence 
for the operator H defined by Eq. (AI2) we have 

iii = fi = Ao (A27) 
as a rigorous result. 
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Systems of observables are considered in an axiomatic framework for quantum mechanics which 
generalizes the usual Hilbert space formulation. Familiar concepts such as complete systems of observ­
abies and superselection rules are generalized and it is shown that many of the Hilbert space theorems 
carryover to this abstract formalism. Also functions of observables are considered and some theorems 
due to John von Neumann are generalized. 

1. INTRODUCTION 

I N this paper systems of observables are considered 
in an axiomatic framework for quantum mechanics 

similar to that studied by Mackey,! Varadarajan,2 
Jauch,3 Piron,4 and others.5 The advantages of 
considering systems of observables in this abstract 
setting are at least twofold. First, it is well known that, 
in general, not all self-adjoint operators on the Hilbert 
space of state vectors correspond to observables. This 
class of physically significant self-adjoint operators 
depends upon the superselection rules present in the 
quantum-mechanical system.6 Since all the super­
selection rules are not as yet known,7 one cannot 
specify precisely all the physically significant operators. 
In the abstract framework one considers only the 
observables themselves and is not shackled by the 
presence of physically nonsignificant operators. In 
the Hilbert space formulation, for example, a set of 
commuting self-adjoint operators S is said to be 
complete if it generates a maximal Abelian-von 
Neumann algebra.s But this definition depends upon 
the interaction of S with nonobservable operators and 
is thus physically not entirely relevant. In the abstract 
setting such definitions involve only observable 
quantities. Secondly, in the abstract framework all 
extraneous structure is stripped away leaving only the 
bare physical essentials. In this way the methods of the 
proofs and their relations to the basic defining axioms 
become clear and more transparent. The main purpose 

• While conducting research for this paper, the author was 
partially supported by a NSF grant. 

1 G. Mackey, The Mathematical Foundations of Quantum Me-
chanics (W. A. Benjamin, Inc., New York, 1963). 

2 V. Varadarajan, Comm. Pure Appl. Math. 15, 217 (1962). 
3 J. Jauch, HeIY. Phys. Acta 33, 711 (1960). 
4 C. Piron, HeIY. Phys. Acta 37,439 (1964). 
6 G. Emch and C. Piron, J. Math. Phys. 4, 469 (1963); J. Jauch 

and C. Pi ron, HeIY. Phys. Acta 36, 827 (1963); J. Jauch and B. 
Misra, ibid. 34, 699 (1961); N. Zierler, Pac. J. Math. 11, 1151 
(1961); S. Gudder, Trans. Am. Math.Soc. 119,428 (1965); S. Gudder, 
Pac. J. Math. 19, 81 (1966). 

6 G. Wicks, E. Wigner, and A. Wightman, Phys. Rey. 88, 101 
(1952); see also Ref. 3. 

7 E.g., it is not known whether the lepton number is a super­
selection rule or not. 

8 See Ref. 3. 

of this paper is to summarize some of the established 
work concerning systems of observables and to add to 
these some results which we feel are interesting and 
will perhaps be useful. The reader should notice that 
many of the results we give generalize known 
theorems concerning systems of observables in a 
Hilbert space.9 

2. NOTATION AND KNOWN RESULTS 

We now summarize our notation. A proposition 
system L = {a, b, c, ... } is an orthocomplemented 
partially ordered set. For this and other definitions 
the reader is referred to Mackey or Varadarajan. lO 

The elements of L are called propositions and all sets 
of propositions will henceforth be assumed to be 
subsets of one fixed proposition system L. If a :::;; b' , 
we say that a and b are disjoint. We say a, b split and 
write a ~ b if there are mutually disjoint propositions 
al , bl , c such that a = al V c, b = bl V c. Splitting 
propositions describe propositions which are physically 
compatible. We assume that L satisfies the following: 

Axiom 1: For every a, b, c E L which mutually split, 
a ~b V c. 

A subset B of L is a Boolean (J algebra if B is a 
proposition system which is a distributive lattice. All 
the results in this section may be found in Vara­
darajanll (also see Ramsey).l2 

Theorem 2.1: A collection of propositions mutually 
split if and only if the collection is contained in a 
Boolean (J algebra. 

An observable x is a (J homomorphism from the 
Borel sets B(R) of the real line R to L. We denote the 
range of x by R(x). If x is an observable and u a Borel 
function on R, we define the observable u(x) by 
u(x)(E) = x[u-l(E)] for all E E B(R). We say that an 

9 See Ref. 3. 
10 See Refs. 1 and 2. 
11 See Ref. 2. 
12 A. Ramsey, J. Math. Mech. 15, 227 (1966). 
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observable x is smaller than an observable y or y is 
larger than x (denoted by x c y) if R(x) c R(y). 

Theorem 2.2: x c y if and only if there is a Borel 
function u such that x = u(y). 

A Boolean a algebra BeL is countably generated 
if there is a countable set C c B such that the smallest 
Boolean a algebra containing C is B itself. A prop­
osition system L is countably generated if every 
Boolean a algebra in L is countably generated. It 
follows from a theorem in Riesz and Nagy's book13 

that the proposition system consisting of all closed 
subspaces of a separable Hilbert space is countably 
generated. For simplicity, in the sequel we assume 
that L is countably generated, although the reader 
should note that many of our results do not require 
this assumption. In fact, the next two theorems and 
any results depending upon them are the only results 
which require L to be countably generated. 

Theorem 2.3: A subset of L is the range of an 
observable if and only if it is a Boolean a algebra. 

Two observables x, yare simultaneous (written 
x _ y) if R(x) _ R(y) and a collection of observables 
{xa: a E A} is simultaneous if Xa - xp (I., f3 E A. In 
the special case in which observables are realized by 
self-adjoint operators, this is equivalent to the 
operators commuting. 

Theorem 2.4: {xa: a E A} are simultaneous observ­
abies if and only if there is an observable x and Borel 
functions Ua such that xa = ua(x), (I. E A. 

This theorem holds for a countable number of 
observables even if L is not countably generated and 
it holds for two observables even without Axiom 1.14 

This last statement also applies to two propositions in 
Theorem 2.1. 

3. EQUIVALENT OBSERVABLES 
AND GENERATORS 

In the sequel x, y, z, ... denote observables on a 
fixed proposition system L. If x c y and y c x, then 
x and y have the same range. In this case we say that 
x and yare equivalent and write x,....." y. Of course, 
equivalent observables need not be equal. Notice that 
,....." is an equivalence relation. We now give a description 
of equivalence in terms of one Borel function. 

Theorem 3.1: Let x and y be observables. If there is 
a Borel function U and a set E E B(R) such that (i) 
y(E) = 1, (ii) U is I-Ion E, (iii) x = u(y), (iv) 

13 F. Riesz and Sz. Nagy, Functional Analysis (Frederick Ungar 
Publishing Company, New York, 1955), p. 358. 

U See Ref. 12. 

u(A) E B(R) for every A E B(R), AcE, then x,....." y. 
Conversely, if x ,....." y, then there is an E E B(R) and a 
Borel function u satisfying (i), (ii), (iii). 

Proof' Since x = u(y), x c y. Let A E B(R). Then 
since u is 1-1, we have A n E = [u-l(u(A n E»] n E. 
Since y(E) = 1 and u(A n E) E B(R), we have 

yeA) = yeA n E) = y([u-l(u(A n E»] n E) 

= y[u-l(u(A n E»] = u(y)(u(A n E» 

= x(u(A n E». 

Thus R(x) = R(y) and x,....." y. Conversely, if x,....." y, 
there are Borel functions u and v such that x = u(y) 
and y = vex). Therefore y = v(u(y» = (v 0 u)(y). Let 
E = {A: (v 0 U)(A) = A}. Then, by Lemma 3.1,15 
y(E) = 1. Let AI, A2 E E and suppose U(Al) = U(A2)' 
Then Al = (v 0 U)(Al) = (v 0 U)(A2) = A2 and u is 1-1 
onE. 

Corol/ary 3.2: If there is a I-I Borel function u whose 
inverse is a Borel function and if x = u(y), then 
x,....."y. 

Let X = {xa: a E A} be a collection of simultaneous 
observables. If an observable x satisfies Xa = uaCx) 
where Ua are Borel functions for all a E A, then x is 
called a generator of {xa: a E A}. Note by Theorem 2.4 
a generator always exists for any family of simul­
taneous observables. Notice also that if x is a generator 
of X and x c y, then y is a generator of X. We say that 
x is a minimal generator of X if for any generator y of 
X we have x c y. Notice that if a minimal generator 
exists, it is unique to within an equivalence. That is, if 
Xl and X2 are minimal generators for X, then Xl ,....." x 2 • 

We now prove existence. 

Theorem 3.3: If X = {Xa: a E A} is a collection of 
simultaneous observables, X has a minimal generator. 

Proof' By Theorem 2.1 there is a Boolean a algebra 
containing U {R(x,,): a E A}. Let B be the intersection 
of all Boolean a algebras containing U R(x,,). Then B 
is a Boolean a algebra and by Theorem 2.3 is the 
range of an observable x. Applying Theorem 2.2, x is 
a generator of X and clearly is a minimal generator. 

Corollary 3.4: If x is a minimal generator of X, then 
R(x) is the smallest Boolean a algebra containing 
U {R(xa): a E A}. 

4. COMPLETE SYSTEMS OF OBSERV ABLES 
AND SUPERSELECTION RULES 

A system of simultaneous observables 

X={xa:aEA} 

1. See S. Gudder, Trans. Am. Math. Soc. 119,428 (1965). 
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is complete if x ~ X implies x E X. A simple Zorn's 
lemma argument shows that every observable is 
contained in a complete system of observables. A 
Boolean (J algebra is maximal if it is not properly 
contained in a larger Boolean (J algebra. Again using 
Zorn's lemma, every Boolean (J algebra is contained in 
a maximal one. An observable x is maximal if R(x) is 
maximal. Clearly every observable is smaller than 
some maximal observable. Maximal observables are 
generalizations of self-adjoint operators with simple 
spectrum (cf. JauchI6). 

Theorem 4.1: x is maximal if and only if y ~ x 
implies y c x. 

Proof' Suppose x is maximal and y ~ x. Then 
R(x) u R(y) is contained in a Boolean (J algebra. But 
since R(x) is maximal, R(x) U R(y) c R(x) and 
R(y) C R(x). Thus Y c x. Conversely, suppose x is 
not maximal and is thus strictly smaller than an 
observable y. Then y ~ x, and we do not have y c x. 

Corollary 4.2: x is maximal if and only if y ~ x 
implies there is a Borel function u such that y = u(x). 

We first obtain some consequences of completeness. 

Theorem 4.3: If X = {xa: (:J. E A} is a system of 
simultaneous observables, statements 1, 2, 3, 4 are 
equivalent and so are 6, 7. If X is complete, all the 
following statements hold: 
(1) Every generator of X is maximal. 
(2) There is only one Boolean (J algebra B containing 

U {R(xa): (:J. E A} and hence B is maximal. 
(3) All generators of X are equivalent. 
(4) Every generator of X is a minimal generator. 
(5) If x is a generator of X, then y ~ X if and only 

ify~x. 

(6) U {R(xa): (:J. E A} is a maximal Boolean (J algebra. 
(7) If x is a generator of X, then 

R(x) = U {R(xa): (:J. E A}. 

Proof' We first show that X complete => (1) => (2) => 
(3) => (4) => (5). Suppose X is complete and x is a 
generator of X. If Y +-~ x, then y ~~ X and hence y E X. 
Thus x c y and by Theorem 4.1 x is maximal. 
(1) => (2). Let B be the smallest Boolean (J algebra 
containing U R(xa). By Theorem 2.3 there is an 
observable x such that B = R(x), and by Theorem 2.2 
x is a generator of X. By hypothesis x is maximal, and 
hence B is the only Boolean (J algebra containing 
U R(xa). (2) => (3) and (3) => (4) are trivial. (4) => (5). 
Let x be a generator of X. Then by hypothesis x is a 

,. See Ref. 3. 

minimal generator. If y ~ x, then clearly y ~ X. Now 
suppose y ~ X. Then R(y) U U {R(xa): (:J. E A} is 
contained in a Boolean (J algebra B, and by Corollary 
3.4 R(x) c BI and hence y +-~ x. Now it is trivial that 
(4) => (1). Now suppose X is complete, and suppose 
U R(xa) C B where B is a Boolean (J algebra. If a E B, 
define the observable Xa by xa({l}) = a, xa({O}) = a'. 
Then Xa ~ X and hence Xa E X. Therefore a E U R(xa) 

and UR(xa) = B. Thus (6) holds. That (6) and (7) 
are equivalent is straightforward. 

It can be shown by examples that (1) to (4) are 
not equivalent to (5), (6), or (7) and that none of these 
statements imply completeness. We now obtain a 
characterization of completeness. 

Theorem 4.4: X = {xa: (:J. E A} is a complete system 
of simultaneous observables if and only if there is a 
maximal observable x such that X = {u(x):u a 
Borel function}. 

Proof' To prove necessity suppose X is complete 
and let x be a generator of X. By Theorem 4.3 x is 
maximal. Now by definition Xc {u(x):u a Borel 
function} = Y. If Y E Y, then y ~ X and hence y E X. 
Thus X = Y. For sufficiency suppose y ~ X. Then 
y ~ x and, by Corollary 4.2, y E Y = x. 

Corollary 4.5: x is maximal if and only if {u(x):u 
a Borel function} is complete. 

The center Z of L is the collection of propositions 
which split with all propositions. Notice that Z is a 
Boolean (J algebra. A superselection rule (Jauch and 
Piron call them essential observables)17 is an observ­
able whose range is in Z. If R(x) = Z, then x is a 
maximal superselection rule in that x is larger than any 
superselection rule. There exists a maximal super­
selection rule and it is unique to within equivalence. 

Theorem 4.6: Z is the intersection of the collection 
of maximal Boolean (J algebras. 

Proof' Let {Ba: (:J. E A} be the set of maximal 
Boolean (J algebras. Since Z ~ Ba , by Theorem 2.1 
Z U Ba is contained in a Boolean (J algebra and hence 
Z U Ba = Ba. Thus Z C Ba and Z s:: n {Ba: (:J. E A}. 
Now suppose a En {Ba: (:J. E A}. Since every propo­
sition is in a maximal Boolean (J algebra, a E Z and 
hence n {Ba: (:J. E A} s:: Z. 

In a similar way we prove: 

Theorem 4.7: The set of superselection rules is the 
intersection of the collection of all complete sets of 
simultaneous observables. 

17 See J. Jauch and C. PiTOn, Helv. Phys. Acta 36, 827 (f963). 
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It follows from Theorem 4.4, Corollary 4.5, and 
Theorem 4.7 that: 

Theorem 4.8: x is a superselection rule if and only if 
x is a Borel function of every maximal observable. 

5. STANDARD OBSERVABLES 

If A c L, we define the splitting set of A as 
AS = {b E L: b +--> A}. Similarly, if e is the set of all 
observables and X c e, we define the simultaneous set 
of X as XS = fy E e:y +--> X}. Clearly, if A c B(X c Y), 
then BS c AS( ys c XS) and A c ASS(X c XSS). It is 
obvious that the elements of A(X) mutually split (are 
simultaneous) if and only if A c AS(X c XS). The 
proof of the following theorem is straightforward. 

Theorem 5.1: (1) If A c L, the foilowing statements 
are equivalent: (i) The elements of A mutually split; 
(ii) ASS c AS; (iii) ASS is a Boolean (J algebra. 
(2) If a Boolean (J algebra A is maximal, then A = Ass. 
(3) A Boolean (J algebra A is maximal if and only if 
A = AS. 
(4) A set of simultaneous observables X is complete 
if and only if X = XS. 
(5) An observable x is maximal if and only if 
{x}" = {u(x):u a Borel function}. 

An observable y is affiliated with an observable x if 
z +--> x implies z +--> y, i.e., y E {x}ss. Notice that y is a 
superselection rule if and only if it is affiliated with 
every observable. Notice also that if x is maximal, then 
every observable affiliated with x is a Borel function 
of x. We shall see later (self-adjoint operators in a 
Hilbert space) that the converse need not hold; that is, 
there are. nonmaximal observables whose only affiliated 
observables are Borel functions of the observable. If 
an observable x has the property that the only 
observables affiliated with x are Borel functions of x, 
we call x a standard observable (i.e., x is standard if 
{x}ss= {u(x):u a Borel function}). It is easy to find 
examples of nonstandard observables. For instance, 
the inverse mappings of measurable functions on a 
measure space are always nonstandard observables. 
We now characterize standard observables. 

Theorem 5.2: The following statements are equiv­
alent: 
(1) x is a standard observable. 
(2) R(x) is the intersection B of the collection of 
maximal Boolean (J algebras containing R(x). 
(3) If a 1= R(x), there is a b such that b +--> R(x) and 
bf-M a. 
(4) R(x) = R(x)ss. 

(5) The intersection X of the collection of complete 
systems of simultaneous observables containing x is 
f u( x): u a Borel function}. 

Proof: (I) =? (2). Certainly R(x) c B. Now suppose 
a E Band y +--> x. Then R(y) U R(x) is in a maximal 
Boolean (J algebra Bl and a E B1 . Therefore Xa +--> Y 
where Xa is defined as in Theorem 4.3. By (1) Xa is a 
function of x and hence a E R(x). (2) =? (3). If a 1= R(x), 
then there is a maximal Boolean (J algebra Bo such 
that R(x) c Bo and a 1= Bo. Therefore a f-M Bo and 
there is abE Bo such that a+--> b but b f-M R(x). 
(3) =? (4). We know that R(x) c R(x)ss. Now if 
a 1= R(x), then by (3) there is a b such that b+--> R(x) 
and b f-M a. Thus a 1= R(x)ss. Hence R(x)SS c R(x) 
and (4) holds. (4) =? (5). Again {u(x): u a Borel 
function} c X, so suppose y E X. Let a E R(y). Now 
if b +--> R(x), then Xb and x are in a complete system of 
simultaneous observables Y and hence Xa E Y. 
Therefore a +--> b and hence a E R(x)ss. By (4) a E R(x). 
Thus Y c x and by Theorem 2.2 there is a Borel 
function u such that y = u(x). Hence X c {u(x): u a 
Borel function} and (5) holds. (5) =? (1). Now 
{u(x): u a Borel function} c {x}ss. Now suppose 
y E {x}SS and that Xo is a complete system of simul­
taneous observables containing x. Since Xo c {x}S, 
we have y +--> Xo. Hence y E Xo and by (5) Y E {u(x): U 

a Borel function}, so (1) holds. 
Notice that in the above proof we did not require 

that L is countably generated. It follows from the 
previous theorem that, if x is standard, any observable 
equivalent to x is standard. Also the identity observable 
I is standard if and only if there are no superselection 
rules, other than multiples of I. 

Theorem 5.3: Let X be a system of simultaneous 
observables. Then there is an observable x such that 
XSS = {x}SS and, if x is standard, X" = {u(x): u a Borel 
function}. 

Proof" Let x be a minimal generator of X. If Y E X" 
and Z E {x}", then y +-) Z so Xss c {X}S8. Conversely, 
suppose yE {x}SS and Z E XS. We now show Z E R(x)s. 
If A = {a E R(x): Z +--> a}, then it is easily seen that A 
is a Boolean (J algebra containing U {R(y):y E X} and 
hence A = R(x). Thus Z E R(x)" and y+--> z. Therefore 
y E XSS and {x}SS c XSS. The last part follows by 
definition. 

A proposition system L is standard if every 
observable on L is standard. We can get necessary 
and sufficient conditions for L to be standard by 
replacing R(x) by an arbitrary Boolean (J algebra in 
Theorem 5.2. It follows from the next theorem due to 
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John von Neumann18 that the proposition system of 
closed subspaces of a separable Hilbert space H is 
standard. 

Theorem 5.4 (von Neumann): If a self-adjoint 
operator A commutes with every self-adjoint operator 
which commutes with a self-adjoint operator B on a 
separable Hilbert space, then A is a Borel function 
of B. 

Von Neumann's theorem is really a little more 
general in that A may be a closed operator with dense 
domain; however, this is the form we will find useful. 
We see that Theorem 5.2 gives necessary and sufficient 
conditions on an abstract proposition system (which 
need not be countably generated) for the counterpart 
of von Neumann's theorem to hold. In fact, Theorem 
5.2 can be used to prove Theorem 5.4. To illustrate 
this we will prove von Neumann's theorem for the 
special case in which B has countable spectrum. Our 
theorem does not require that the Hilbert space is 
separable, so it is not a consequence of von Neumann's 
theorem, which does not hold in the nonseparable 
case,19 We first need two lemmas. 

Lemma 5.5: Let 4> be a vector in a Hilbert space H 
and let a be a closed subspace of H. If P,p and Pa are 
the orthogonal projections on 4> and a, respectively, 
then P,p ~ Pa (i.e., P,p and Pa commute) if and only if 
4> E a or 4> E a' (here a' = a~). 

Proof' Sufficiency is trivial. To prove necessity 
suppose P,p ~ Pa and 4> 1: a. Then 4> = 4>1 + 4>2 where 
4>1 E a, 4>2 E a', and 4>2 "#: 0. Now 

<4>1,4»4> = P,p4>1 = P,pPa4>1 = PuPq,4>1 

= Pa<4>1 , 4>,4> = <4>1,4»4>1' 

Since 4>"#: 4>1' we have <4>1,4» = 0, and 
° = <4>,4>1) = <4>1,4>1) + <4>2,4>1) = <4>1,4>1)' 
4>1 = ° and 4> E a' . 

hence 
Thus 

Lemma 5.6: An orthogonal projection on a (not 
necessarily separable) Hilbert space H is standard. 

Proof' Let Pa be the orthogonal projection on the 
closed subspace a, and denote the observable corre­
sponding to Pa by Pa also. Then R(P) = {a, 1, a, a'}. 
We now show that condition (3) of Theorem 5.2 holds 
for R(P). Let b be a closed subspace such that b 1: R(P) 

18 See Ref. 13, p. 351. 
1. H. Nakano, Proc. Phys. Math. Soc. Japan 21, 713 (1939). 

and let P b be the corresponding projection. We now 
show there is a projection PI such that PI ~ Pa but 
PI +++ Pb. If Pb +++ Pa , we are finished, 8,0 suppose 
Pb~ Pa • Suppose that for every 4> E H with Pq, ~ Pa 
we have Pq, ~ Pb. Then, applying Lemma 5.5 if 4> E a, 
we have 4> E b or 4> E b'. Now if there is a nonzero 
4>1 E a such that 4>1 E b and a nonzero 4>2 E a such that 
4>2 E b', then 4>1 + 4>2 E a but 4>1 + 4>2 1: b or b', which 
is a contradiction. Thus a < b or a < b'. Similarly, for 
every 4> E a' we have 4> E b or 4> E b' and again a' < b 
or a' < b'. If a < b, then a' {: b, so a' < b' and b > a, 
a contradiction. Similarly, if a < b', then a' {: b', so 
a' < band b' < a, a contradiction. Therefore there is 
a 4> E Hsuch thatPq, ~PabutP4> +++P b' It thus follows 
from Theorem 5.2 that Pa is standard. 

Corollary 5.7: If a self-adjoint operator A commutes 
with every self-adjoint operator which commutes with 
an orthogonal projection P, then A has the form 
(J./, (J.P, or (J.(J - P) where (J. is a real constant. 

We now prove our theorem. 

Theorem 5.8: Let A be a self-adjoint operator with 
countable spectrum on a (not necessarily separable) 
Hilbert space H. If a self-adjoint operator Al com­
mutes with every self-adjoint operator which commutes 
with A, then Al is a Borel function of A. 

Proof: Let B be the range of the resolution of 
identity for A. Since A has countable spectrum, there is 
a countable collection of disjoint nonzero closed 
subspaces C = {a i : i = 1,2, ... } such that va i = 
1 = H, and every nonzero a E B is the supremum of a 
subcollection of C. To show that A is standard, let b 
be a closed subspace not in B and let P b be the corre­
sponding orthogonal projection. Suppose for every P q, 
such thatPq,~Pai' i = 1, 2,"', wehavePq, ~Pb' 
Then, as in the proof of Lemma 5.6, we have ai < b 
or ai < b', i = 1, 2, .... Let ai(n) be the subcollection 
of C which satisfies ai(n) < band aj(n) the subcollection 
of C which satisfies aj(n) < b'. Then Va;(n) < band 
Vaj(n) < b'. Therefore (Va;(n») V (Vaj(n») < b V b' = 1, 
which is a contradiction, since every a i E C is included 
in one of the suprema on the left-hand side. As in 
Lemma 5.6, we conclude that A is standard. 

Theorems of this type are of basic importance in 
considerations of von Neumann algebras and systems 
of observables in Hilbert space.20 

20 See Ref. 3. 
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Classical Yang-Mills potentials define a Lie group, the internal holonomy group, which is analogous 
to the ordinary holonomy group defined by the Christoffel symbols in general relativity. The internal 
holonomy group is an important tool for the dissection and study of the Yang-Mills equations and of 
local gauge theory in general. A number of theorems on internal holonomy groups is presented, together 
with some applications. 

INTRODUCTION 

GROUP-THEORETICAL discussions pertaining 
to local gauge theories (i.e., gauge theories of the 

Yang-Millsl type) usually involve the gauge group 
only. However, there exists another group which is 
defined by the gauge potentials and which is indis­
pensable for most work on the classical Yang-Mills 
equations. One arrives at this group by recognizing 
that the gauge potentials can be used to define "parallel 
displacement" of multiplets to neighboring events; 
this is possible because of the transformation prop­
erties of the gauge potentials. In fact, the gauge 
potentials serve to define parallelity (or "equivalence") 
of multiplets at neighboring events in precisely the 
same way as the Christoffel symbols define parallelity 
of vectors in Riemann space. When the gauge poten­
tials are known, one can execute a parallel displace­
ment of multiplets around a closed curve in event 
space, from XK back to XK; this produces a linear 
transformation of multiplets at x K

• Doing this for all 
closed curves in event space passing through XK 

results in a continuous set of linear multiplet trans­
formations at x K

• This set turns out to be a Lie group, 
here called the internal holonomy group Je(xK

) , in 
analogy with the ordinary holonomy group in the 
Riemann space of general relativity.2 Just as the 
ordinary holonomy group can be used to classify 
solutions of the Einstein field equations, the internal 
holonomy group Je provides a classification of solu­
tions of the Yang-Mills equations. In fact, whether 
or not a gauge field has short range depends largely 
on the internal holonomy group, not on the gauge 
group. The classical current algebra associated with 
the gauge field has much more to do with Je than with 
the gauge group, and Je has an important bearing on 

* Work conducted at the Douglas Advanced Research Labora­
tories under company-sponsored Independent Research and 
Development funds. 

1 c. N. Yang and R. L. Mills, Phys. Rev. 96,191 (1954). 
• See J. F. Schell, J. Math. Phys. 2, 202 (1961); J. M. Goldberg 

and R. P. Kerr, J. Math. Phys. 2, 327, 332 (1961). 

conservation laws for the charges which can be con­
structed from the gauge field. 

The event space used here is the Minkowski space 
of special relativity. x K are Cartesian inertial coordi­
nates of events; K = 0, 1,2,3. The summation con­
vention is used. Partial differentiation with respect to 
xK is written as a K. D denotes end of proof. 

I. GEOMETRIC IMPLICATIONS OF 
THE GAUGE POTENTIALS 

Yang and Millsl considered a multiplet field 
1j!(xK) , subject to gauge transformations S(XK) be­
longing to the gauge group ~: 

(1) 

Here, ~ may be any gauge group, not just 0(3), as 
in the work of Yang and Mills.l The gauge potentials3 

of Yang and Mills transform under (I) as 

B~ = S-lBfJS + (ijE)s-lafJs. (2) 

Writing rfJ = iEBfJ , (2) takes the form 

r~ = S-l(rfJS - afJS). (3) 

We call the multiplets 1j!(xK) and 1j!(xK + dxK) equiv­
alent (or parallel), if 

1j!(xK + dxK
) - 1j!(xK

) = r K1j! dxK
; (4) 

the right-hand side is evaluated at x K
• Such equiva­

lence is invariant under gauge transformations, 
because of the transformation laws (I) and (3). 
Hence, the classical gauge potentials rfJ(xK

) provide a 
gauge-invariant definition of equivalence of multiplets 
at neighboring events. This fact is the basis for geo­
metric considerations in local gauge theory.4 

3 We use the name "gauge potentials" in a more general sense 
than Yang and Mills; it may mean the coefficients of expansion of 
the BfJ in terms of generators of §, or the BfJ or r fJ themselves. 

• That such considerations are possible was already clear from 
the work of R. Utiyama, Phys. Rev. 101, 1597 (1956); T. W. B. 
Kibble, J. Math. Phys. 2, 212 (1961); S. 1. Fickler, Ph.D thesis, 
Syracuse University (1961); R. L. Arnowitt and S. 1. Fickler, Phys. 
Rev. 127, 1821 (1962). 
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Let Sin (1) belong to the fundamental representa­
tion5 of~. Then, we may call the multiplet "P at x" an 
internal vector, i.e., a vector in some "internal" 
linear vector space associated with the event x". For 
clarity, we associate a separate internal space with 
every event x". Denoting internal vector components 
by indices a, b, c, ... ranging from 1 to n, Eqs. (1), 
(3), and (4) may be written 

"Pa' = S:'''Pa, 
r

b' a rb b' 0 b' Ila' = Sa'( llaSb - IlSa), 
(5) 

"Pa(X" + dx") - "Pa(x") = r~a"Pb dx", 

the lastequationexpressingequivalenceof"Pa(x" + dx") 
and "Pa(x"). This equivalence may be used to define a 
(gauge-) covariant derivative of an internal vector field 
"Pix") : 

(6) 

dx"\1 ,,"Pa is the difference between "Pix" + dx") and 
an internal vector at x" + dx" equivalent to "Pa(x"). 
Under gauge transformations (5), \1 ,,"Pa transforms 
as "Pa' i.e., as an internal vector: 

\1,,"Pa' = S~,\1,,"Pa' 

For a contravariant internal vector field "Pa(x") one 
has 

\1,,"Pa = o,,"Pa + r~b"Pb; 
this follows from the demand that covariant differ­
entiation follows Leibnitz' rule, and that covariant 
differentiation of a scalar is the same as ordinary 
differentiation. For multiplets P: transforming under 
a tensor representation of~, we have 

\1"P~ = o"P~ - r;aP~ + r~cp~; (7) 

this can be shown by writing P: as the sum of products 
of co- and contravariant internal vectors. Similar ex­
pressions may be found for the covariant derivative 
of internal tensors of any valence. 6 In the sequel, we 
mainly discuss multiplets which are covariant internal 
vectors "Pa or mixed internal tensors P: (internal 
operators). Then, it is convenient to suppress the 

5 The fundamental representation of a Lie group is here meant 
to be lowest-dimensional faithful representation in a linear vector 
space over the complex numbers. 

• Of course, all of this is a simple modificaHon of covariant 
differentiation of ordinary vectors and tensors in a geometric 
manifold endowed with an ordinary linear connection. The only 
difference is that there the r~1l act on tangent space, while here the 
r~. act on internal space. In fact, our case has been considered by 
R. Konig, J. Deutschen Math. Verein. 28, 213 (1920); 41, 169 
(1932); T. Sibata, Hiroshima Univ. J. Sci. 5, 83 (1934); V. Hlavaty, 
Rend. Cir. Math. Palermo 59, '1 (1935); J. A. Schouten, Proc. 
Koninkl. Akad. Amsterdam 27, 407 (1924); L. Schlesinger, Math. 
Ann. 99, 413 (1928); and in modern differential geometry it is a 
special case of fiber bundles with a linear connection. 

internal indices and write in matrix notation 

(8) 
for (6), and 

(9) 

for (7). Also, from here on, the n X n matrix fields 
r ,,(x),) denote the gauge potentials for the fundamental 
representations of~. 

The gauge fields (i.e., the Fllv of Yang and Mills!) 
are 

CPd = o"r), - o),r" - [rIC' r),]; (10) 

under (1), the CPd transform as internal operators7 

CP:), = S-lCPdS, 

By using (8) it is easy to show that8 

\1[),\1,,]"P = -iCP)',,"P, (11) 

and similarly, by using (9), that 

\1[),\1,,]p = -Hcp),,,, Pl. (12) 

From (11) one finds8 

\1[,,\1),\1Il]"P = -i\1["cp)'Il]"P 

= -H\1["cp)'Il])"P - fcp[),1l \1,,]"P, 
but also 

\1[,,\1), \11l]"P = -iCP[d \11l]"P = - icp[),1l \1 "]"P. 

Hence, it must be that 

(\1["CP)'Il])"P = 0 

for every covariant internal vector field "P(x"), so that 
we have the "Bianchi identities" 

(13) 

Equations (13) are also the integrability conditions 
for the partial differential equations (10) for r ,,(x"). 

The equivalence of internal vectors at neighboring 
events, defined by the gauge potentials r ,,(x),), can 
be used to execute an equivalence displacement of 
internal vectors along a curve in event space. The 
question is whether such equivalence displacement 
is path dependent. If it is not, we have everywhere 
in event space 

(14) 

for n linearly independent internal vectors "P. Co­
variant differentiation of (14) with respect to x), and 

, The r" and <pd may be called, respectively, the parameters of 
the internal linear connection, and the internal-curvature tensor 
operator. 

S Square brackets around indices denote alternation: T[d] = 
(I/2!)(Td - T),,,); V[dll] = (I/3!)(V"),Il+ Vlld + V)'Il" - V)'''Il­
V"Il), - VIl)''')' etc. We generally follow the notation of J. A 
Schouten, Ricci Calculus (Springer-Verlag, Berlin, 1954), 2nd ed. 



                                                                                                                                    

2116 HENDRICUS LOOS 

alternation over A. and K gives the integrability 
conditions 

0= V[).VK]1p = -irP).K1p, 

using (I I). Since this is true everywhere for n linearly 
independent internal vectors 1p, it follows that 

rP).K = o. (15) 
This proves-

Theorem 1: In order to have non vanishing gauge 
fields rPK.«xl') , the equivalence transport of internal 
vectors defined by the gauge potentials r K(X).) must be 
path dependent. 

Next we investigate the conditions under which the 
gauge potentials can be transformed away. We want 
to consider internal base transformations S(XK) which 
are not restricted to belong to §. Since the internal 
space is complex n dimensional, the general internal 
base transformations S(XK) are nonsingular complex 
n x n matrices. We simply extend the transformation 
laws (I) and (3) to such S(XK). If r~ = 0 one must 
have from (3) 

(16) 

The integrability conditions for (16) are found by 
partial differentiation with respect to x K

, alternation 
over K and I' and elimination of first derivatives of 
S by (16); the result found is (15). This shows-

Theorem 2: If the gauge fields (10) vanish every­
where in event space, then the gauge potentials can be 
transformed away by an internal base transformation. 

All these results are familiar in differential geometry 
of manifolds with a linear connection. 

II. INTRODUCTION OF THE INTERNAL 
HOLONOMY GROUP 

The path dependence of equivalence transport of 
internal vectors [defined by the gauge potentials 
r ix).)] can be studied best by executing the transport 
around closed curves in event space. Let C be such a 
loop through the event x~; a sense of circumscription 
of C is provided, and C is, from here on, restricted to 
be piecewise continuously differentiable. Taking n 
linearly independent covariant internal vectors around 
C by equivalence displacement, from x~ back to x K

, 

results in a linear transformation H( C) of covaria~t 
internal vectors at x~: 

1p' = H(C)1p. 

Doing this for all closed curves C through the event 

FIG. 1. Spoonlike loop. ~c 
)( 

I 

x~ , one gets a set Je(x~) of linear internal transforma­
tions. The inverse of H( C) is produced by equivalence 
displacement around C in the opposite sense. The 
composition H(C2)H(Cl ) is the element H(CI + C2), 

where Cl + C2 denotes the loop consisting of Cl and 
C2 • Hence Je(x~) is a group, and it must be a subgroup 
of the full complex linear group GL(n, c). From here 
on, let the matrix elements of the gauge potentials 
r K(X).) be analytic functions of the event coordinates 
x).. Then, continuous changes of the loop C produce 
continuous changes in the matrix elements of H(C), 
and since any loop C through x~ can by continuous 
modifications be changed into any other loop through 
x~, Je(x~) is a connected continuous subgroup of 
GL(n, c). Hence, Je(x~) is a connected Lie group. 
We call Je(x~) the "internal holonomy group" (at x~) 
of the gauge field. 9 A loop C through x~ can be modi­
fied into a loop through x~ by choosing an arbitrary 
curve p from x~ to x~ , and by forming a spoon-shaped 
loop with "bowl" C and "handle" p (Fig. I). If 
equivalence displacement of internal vectors from 
x~ to x~ produces a transformation U, the element 
of Je(x~), belonging to the spoonlike loop is 

U-lH(C, x~)U. (17) 

If all loops C through x~ are made into spoons with 
the same handle p, U is the same for all H(C, x~), 
and one haslo 

U-lJe(X~)U c Je(x~). 

By inverting the use of events x~ and x~ , one has 

UJe( X~)U-l c Je( x~). 
Hence, 

Je(x~) = U-lJe(X~)U, 
so that one findsll-

(18) 

Theorem 3: The internal holonomy groups at 
different events are isomorphic. 

• The proper differential geometric name for Je is the holonomy 
group of the linear connection r K' We use here the name "internal 
holonomy group," to distinguish it from the "external" holonomy 
group, belonging to the "external" connection r~). (the Christoffel 
symbols), in case we consider as event space the Riemann space of 
general relativity. Most of the work presented here holds for that 
case as weIl; we then have two linear connections, r K and r~)., and 
the meaning of general covariant differentiation V K must be extended 
to involve the r~). as well. 

10 The symbol c does not exclude the possibility of equality. 
11 This is well known for ordinary holonomy groups; see for 

instance J. A. Schouten, Ref. 8, p. 362. It is known to hold as well 
for the holonomy groups of linear connections for fiber bundles, see 
A. Nyenhuis, Koninkl. Akad. Wetenshap. Amsterdam, Proc. 
AS7, No. I, 17 (1954), which covers liur case. 
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Theorem 3 implies-

Lemma 1: There exists an internal base (i.e., an 
internal basis at every event) such that the set of 
matrices C(XK) constituting the Lie algebra of Je(xK) 
is independent of xl(. 

Proof The matrix U in (18) depends on the path 
from x~ to x:. For fixed x: one can, for every x\ 
assign a path from x~ to x" such that the matrix ele­
ments of U are analytic functions of XK [because the 
r ,,(xl.) are analytic]. Then, the internal base trans­
formation U-l(X") will result in a set of matrices 
C(x") independent of x", and the r,,(xl.) remain 
analytic. 0 

Next we consider the Lie algebra of Je. We need-

Lemma 2: If a matrix representation .0 of a Lie 
algebra contains the matrices pes) where s is a con­
tinuous parameter, and if (d/ds)P(s) exist as matrices, 
then they belong to n. 

Proop2: Since .0 is a linear vector space, the 
matrices 

Q(s, Dos) = (ljDos)(P(s + Dos) - pes»~, Dos::;6 0, 

belong to n. Expand Q(s, Dos) in terms of a basis 
L;, i = 1 ... m, of .0: Q(s, Dos) = qi(S, 6.s)Li • If 

lim Q(s, 6.s) 
48-0 

exists as a matrix, the matrix elements of Q(s, 6.s) 
converge in the Cauchy sense. But, by Cramer's rule, 
the qi(S,6.S) are continuous functions of the matrix 
elements of Q(s, Dos), so that the numbers qi(S, Lls) 
also converge in the Cauchy sense, as Lls ---+ O. Hence, 
a limit exists for qi(S, 6.s) and it follows that 

dPjds = lim Q(s, Dos) 
Lls-+O 

belongs to n. o 

Lemma 3: The covariant derivatives of order p of 
the gauge fields, alternated over a pair of adjacent 
indices, 

V"l'" V"k_lV["kV"k+l]V"k+2'" V"prP,,)., 

can be expressed in terms of derivatives of the gauge 
fields of order p - 2. 

Proof: From (12) one has 

V"I ... V"k_I V["kV"k+I1V"k+2 ... V"prPd 

= -tV"I'" V"k_I[rP"k"k+I' V"'+2'·· V"prP,,).], 

which consists of derivatives of order p - 2. o 
12 The author acknowledges a helpful discussion of this point with 

Dr. D. A. Jacobson. 

We now pass to-

Theorem 4: The Lie algebra C(x~) of the internal 
holonomy group Je(xn consists of all real linear 
combinations of the tensor components of the internal 
operators 

rP,,)., Vl'rP,,)., VvVl'rP,,).,··· , (19) 

evaluated at x: . 
PrOOP3: First, take for the loop C an infinitesimal 

parallelogram with sides dlx" and d2x". Taking internal 
vectors around by equivalence transport, one finds 
the well-known result 

(20) 

where I is the identity transformation, and df"). = 
2dlx["d2x A

] is the bivector of the infinitesimal loop C. 
Equation (20) shows that rPd(X'j) belongs to the Lie 
algebra C(xi) of Je(xi). 

Next, consider a spoonlike loop C1 as in Fig. 1, 
taking an infinitesimal bivector dfd for the bowl C. 
Then, by (17) 

H(CI) = I + tdfdU-lrPd(X~)U. (21) 

For x~ = x~ + dx" one has 

U = I - dx"rK , (22) 

and since the r Ax).) are analytic, 

rPK).(X~) = rPK).(xD - dXI'0l'rPd(xD. 

Hence, (21) becomes to first order, 

H(CI) = I + tdj").(rPK;,{xD - dxI'Vl'rP,,;.{xD). (23) 
For a spoon with infinitesimal bowl but with a finite 
handle p we subdivide pinto m intervals 6.kx K and 
apply (23) in successive steps, from x~ to x~; the 
result is 

H = I + tdj").(l - 6. mx·V v) ... (1 - Dolxl'V l')rPKA' 

which, upon taking the limit m --')0. CIJ becomes 

H = 1 + tdj").(l - ql'VI' + qVI'VvVI' -" ')rPKA' 
evaluated at x; , where 

ql' = XI'(SI) - xl'(O), 

('1 
qVI' = Jo q'Vql'ds, 

[81 
q".11 = Jo q'''qVI1 ds, 

q'l1 = dql'jds, 

(24) 

(25) 

13 We follow A. Nyenhuis, Ref. II, with some modifications. 
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and x"(s) is the parametric description of the handle 
p; x"(O) = x~, X"(Sl) = xi. Of course, the handle p 
must be restricted such that (24) converges. For 
straight handles p, (24) and (25) become14 

H = I + idf""(1- SlV"V" + (sV2!)vV\7vV ,,_·· ·)¢d' 
(26) 

where v" = q'''(O). In order to investigate convergence, 
we calculate U of (21) by applying (22) in succession; 
the result is the ordered exponential (operator 
ordering from right to left with increasing s is indi­
cated by T) 

U(s) = Texp ( - f r K dXK)'~~!t - fo
s 

r K ~:K ds 

i s dXK i S1 dx" + r iSl) - dS l r ,.(S2) - dS2 - . . .. (27) 
o dSl 0 dS2 

Since the matrix elements of r K(S) are analytic, the 
matrix elements of U(s) are analytic functions of s 
as well by an argument similar to the one showing 
that the matrix elements of exp As are analytic, when 
A is a fixed matrix. Equations (26) and (21) give 

(1 - sv"V" + [s2j2!]vVv" - .. ·)¢K"I"'l 
= U-\S)¢K;.(S)U(S). (28) 

The matrix elements on the right-hand side of (28) 
are analytic functions of s, since the matrix elements of 
U-l(S) , ¢K;.(S) , and U(s) are analytic. Hence, the 
power-series expansion on the left is absolute con­
vergent for lsI < s*, where s* is positive. 

Taking derivatives of (26) with respect to Sl' 

putting Sl = 0, and using Lemma 2, one sees that 
V"V,,¢d' vVv"V v V ,,¢d' etc., belong to' C. Taking linear 
combinations of the operators vVv"V v V ,,¢K). with 
appropriately chosen v", one finds 

pV"Vv\7"¢K). EC, 

where pV" is symmetric but otherwise arbitrary. It 
follows that15 

V(v\7,,)¢d E L 

Application of the same process to higher derivatives 
shows that 

V(O'l ... V O'k)¢d E C; k any natural number. (29) 

Now it will be shown that also the nonsymmetrized 
covariant derivatives of ¢d belong to C. We already 
know that ¢d' \7,,¢d' and V(VV,,)¢K). belong to L 
By Lemma 3, V[VV"l'PK). EC. Hence VvV ¢K). E C. For 
the third derivatives, we already have " 

(30) 

U For the remainder of this proof, absence of an argument x K 

means that the expression is evaluated x:-. 
15 Round brackets around indices denote mixing (symmetrization): 

T(K).) = (l/2!)(TK). + T).K), etc.; see J. A. Schouten, Ref. 8, p. 14. 

FIG. 2. Loops C, Co, 
and C - Co. 

Equation (30) contains the sum of all permutations 
of \7O'\7v\7" operating on ¢K).. By Lemma 3, we can 
interchange any two adjacent indices of covariant 
differentiations at the expense of an element which we 
know to belong to L In this manner we can change 
any permutation of V 0' V V V" occurring in (30) into 
the ordering V 0' \7 v V". Doing this for all terms in (30) 
one finds V 0' \7v \7p ¢d E L The same procedure works 
for derivatives of any order. Hence, all elements (19) 
belong to L 

It remains to be shown that C cannot contain any­
thing else but real linear combinations of the internal 
operators (19). Suppose a finite loop C gives an in­
finitesimal transformation H. Because of the continu­
ity of r K(XI.) there must exist an infinitesimally 
different loop Co which gives the identity transfor­
mation. Then C - Co (Fig. 2) produces H as well; this 
loop is a spoon with infinitesimal bowl, or a sum of 
such spoons. Consider such a spoon (Fig. 3). Then, the 
element H for the spoon with handle terminated at 
Yl on P is given by (24) with q", qV", . . . evaluated 
along the section of p from x~ to Y~ . Since for Y~ close 
enough to x~ the arc from x~ to Y~ is approximated 
arbitrarily close by a straight line, and since for a 
straight handle the series (24) becomes a power series 
like (28), there must be a choice for Y~ ¥- x~ such that 
the series (24) is convergent. For such a choice of Y~ 
the holonomy-group element belonging to the spoon 
with handle terminated at Y~ is I + diLl, where 
Ll E C*(y~), and C* is the set of real linear combinations 
of the internal operators (19). Since Je c GL(n, c), 
there are at every event at most 2n2linearly independent 
operators among (19). Hence, Ll must be expressible 
as a linear combination of a finite number of operators 
(19): 

L = pd.J. + p"dV.J. + ... 1 't'K). ,,'t'K). • (31) 

Extension of the handle from Y~ to Y~ (along p) gives 

FIG. 3. General spoon­
like loop with infinitesi­
mal bowl dfd. 

x, 
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where now q", qV", ... are calculated for the section 
of p from y~ to y; and LI(s) is calculated from (31), 
taking the pKA, p"KA, etc., constant. Again, the series 
(32) converges for y; close enough to y~ . The process 
is repeated by extending the handle to y~ , etc. Points 
of the handle at which the tangent is discontinuous 
are included in the set of points y~ . Because of analy­
ticity of the r iXA) a finite number of finite steps will 
be sufficient to reach x~ . It follows that for the whole 
spoon, with handle ending at x~, one has 

H(x~) = I + dfL, L E £.*(xD. 0 (33) 

In case every element of £.(xi) is a linear combina­
tion of the ~K;.(Xj), the internal holonomy group at 
x~ is called perfect.16 Theorem 4 implies-

Lemma 4: For the internal base of Lemma 1, 

(34) 

Proof Choose an internal base such that the matrix 
set £.(xK) is the same for all XK; this is possible by 
Lemma 1. By Theorem 4, ~KA E £. and V' "~KA = 
O"~KA - [r", ~KA] E £.. By Lemma 2, O"~KA E C. Hence, 
[r", ~KA] E C. By a similar argument we find 
[r", V' V~KA] E C, etc., for higher derivatives. Applica­
tion of Theorem 4 gives (34). 0 

The considerations in this chapter so far are inde­
pendent of a relation between the gauge group g and 
the internal holonomy group Je. In fact, we might as 
well have chosen gauge potentials r iXA) as four 
analytic but otherwise arbitrary n X n matrix fields 
over event space. The Lie algebra C results roughly 
from closure of the matrices r K under commutation. 

Next, we consider the relation between the internal 
holonomy group Je and the gauge group g. Local 
gauge theory has been developed in order to cope 
with a situation where, at the onset of the theoretical 
considerations, we do not know how to choose dis­
tinguished internal bases, to the extent ofg. In order 
to have an invariant process of differentiation of 
internal vectors, a definition of equivalence of internal 
vectors at neighboring events has been introduced by 
means of the gauge potentials r K(XA). It would serve 
no purpose to let this equivalence violate g, i.e., to 
admit definitions of equivalence of covariant internal 
vectors, v -+ v', W -+ w', such that, when w = gv, 
g E g, one would have w' = g'v', and g' not belonging 
to g. Hence, we require that Je is compatible with g, 

,. The name is chosen in analogy with ordinary holonomy 
groups, see V. Hlavaty, J. Math. Mech. 8, 597 (1959). 

i.e., 

g'(xK + dxK) = g(xK) + dx"(rixA), g(xK)] 

E g(xK + dx"), (35) 

for every g(xK) E g(XK). Executing the equivalence 
transport of the covariant internal vectors wand v, 
w = gv, g E g, around a closed curve C, one finds 

g'(xK) = H(C)g(XK)H-I(C), H(C) EJe(XK
). (36) 

Since for compatibility, g'(xK) E g(XK) for every 
g(XK) E g(xK), one has-

Theorem 5: Compatibility of Je and g requires that 
either (1) Je is a subgroup ofg, or (2) g is an invariant 
subgroup of Je. 

The second case is unfamiliar. The matter may 
perhaps be clarified somewhat further by considering 
the Lie algebras. Without loss of generality we can 
choose an internal base such that the set g(XK) of 
matrices is independent of x K

• Then (35) demands that 
the r" produce infinitesimal automorphism of g: 

(r iX"), g] c g. 

If g is semisimple, all the infinitesimal automorphisms 
of g are inner automorphisms, so that r/l may be 
chosen in the Lie algebra of g; the results is Case 1 
of Theorem 5. For a nonsemisimple gauge group, one 
may have Case 2 of Theorem 5. 

III. ADJOINT REPRESENTATION 

Let Li(XK), i = 1, ... ,m, be a complete set of 
linearly independent generators of Je(xK). The Li 
(L~a in index notation) have components subject to 
base transformations in internal space as well as to 
base transformations in a real linear vector space of 
vectors 'YJ i ; the Lie algebra C(XK) of Je(XK) consists of 
all internal operators r/Li • Hence, with the Li fixed 
and known, the 'YJi specifies an element of the Lie 
algebra £.(XK); the real linear vector space of vectors 
'YJi may be called the (Lie) algebra space of Je. In 
order to keep the account clear, we introduce a 
separate algebra space for each event. Every event 
now has a private internal space and a private 
algebra space. At every event the generators L~a form 
a connecting quantity between these two spaces. In 
the sequel it will be convenient to have a covariant 
derivative defined for the algebra elements 'YJ i

, 

V' K'YJ i = OK'YJi + r!i'YJ i. (37) 

The algebra elements 'YJi(XK + dxK) and 'YJi(XK) are 
called equivalent if dxKV' K'YJ i = O. The question is how 
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to choose the parameters17 r!/x)-). The simplest and 
most convenient choice is such that equivalent r/,s 
give equivalent internal operators r/Li . Writing from 
here on V K for the general covariant derivative, i.e., 
a derivative covariant under internal base transfor­
mations as well as under algebra base transformations, 
this requirement amounts to dxKVK(r/Li) = 0, when­
ever dxKV Kr/ = 0. These equations imply 

VKLi = 0, (38) 

which, written out with (37) and (9), reads 

0KLi - r~iLj - [rK , Li ] = 0. (39) 
There is-

Lemma 5: There exist an internal base and an 
algebra base such that the Li(XK

) are constant matrices. 

Proof By Lemma I, there exists an internal base 
such that the matrix set C(XK) is the same for all xK• 
Using this internal base, algebra bases over event 
space can be chosen such that 0KLi = 0. D 

Theorem 6: For the base system of Lemma 5, the 
r~i are uniquely determined by the gauge potentials 
r K(X") and the L i • 

Proof For the base system of Lemma 5, (39) 
becomes 

r~iLj = -WK' L;l. (40) 

By Lemma 4, the commutator on the right-hand side 
lies in C, so that (40) may be written 

r~iLj = c~iLj, (41) 

where the C~i can be calculated from the r K and the 
L i • Since the L j are linearly independent, (41) amounts 
to r~i = C;i' D 

The structure constants c;/' of Je are defined by 

[Li' L j] = ci / Lk • (42) 

Covariant differentiation, use of (38), and the linear 
independence of Lk gives 

VAjk = 0. (43) 

With (43), all the algebraic concomitants of the 
structure constants are covariant constant as well: 

(44) 

17 'TJi defines a Lie algebra elerrient 'TJiLi as well as a Lie group 
element eJ(P ('TJiL;). Hence, we could call the space of elements 
'TJi the "group space ofJe," and the algebra space is then the tangent 
space to the group space at the identity. The linear connection rlci of 
(37) should not be confused with the well-known linear connections 
r~t)j and r~i); in group space, which are set by the first and second 
parameter groups, and which define equivalence of group vectors at 
neighboring points of group space. Our r ki relate algebra spaces at 
neighboring events. 

The covariant constancy of the Li has another impor­
tant consequence. Since equivalence transport is 
defined for internal vectors· as well as for algebra 
elements r/, we can take Li around a loop C through 
xK by equivalence transport. Since V KLi = 0, the 
Li(XK

) defined by equivalence transport always 
coincides with the original Li(XK

). Now, also take a 
covariant internal vector Va and an algebra element 
r/ around C by equivalence transport. Let the resulting 
transformations be 

V~ = H!vb , 

""Ii _ T(-l)i""j 
./ - j ./. 

(45) 

Since r/va L~aVb is a scalar, it does not change under 
equivalence transport, so that 

(46) 

Since L;~ = L~a' and (46) is true for arbitrary r/ 
and Vb' it follows with (45) that 

or, suppressing internal indices, 

T~-l)iH-lLiH = L j . 

For infinitesimal transformations 

(47) gives 

H = I + tkLk' 

T; = o~ + a~, 

or, since the Li are linearly independent, 

(47) 

(48) 

(49) 

Equations (49) and (48) show that the Lie algebra of 
the Lie group of matrices TJ is the adjoint representa­
tion of L. Hence, we have-

Theorem 7: The map which (38) defines between the 
internal holonomy group Je(xK

) and the holonomy 
group acting on the algebra elements r/ is the adjoint 
representation. 

The same result may be derived from the integra­
bility conditions of (38), seen as partial differential 
equations for L i • Covariant differentiation of (38) 
with respect to x)., and alternation over A and K gives 

0= VP,VKJLi = -tcP).K/Lj - t[cP;'K' L;], (50) 

18 See J. A. Schouten, Ref. 8, p. 220. 
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where 

.J. i _ ':l r j ':l ri r k ri + r k ri 'f'AKi - U A Ki - UK Ai - Ai Kk Ki Ak· 

On account of Theorem 4, <PKA can be expanded in 
terms of the L i : 

(51) 

Equation (49) then gives 

.J.. k' 
'f'KU' = -BdCk;'· (52) 

Differentiation of (51) and (52) gives 

(53) 
and 

(54) 

on account of (38) and (43). A theorem can be proved 
for the Lie algebra of the holonomy group acting on 
algebra elements r/, which reads just like Theorem 4, 
but with <PKA' V!'<PKA' etc., replaced by <PKA/' V!'<PKA/' 
etc. Equations (51), (52), (53), (54), and similar 
relations produced by further differentiation then 
results in (49). 

Similar considerations apply to the mapping 
between holonomy groups for different representa­
tions of ~; the role of the Li is then played by another 
connecting quantity. For example, the map between 
the holonomy groups for the spinor and vector 
representations of 0(3) is set by the integrability 
conditions for the partial differential equations ex­
pressing the covariant constancy of the Pauli spin 
matrices. Another example, somewhat outside the 
context of the present paper, is the case of the Riemann 
space of general relativity where one may consider the 
map between the ordinary holonomy group and 
the holonomy group operating on Dirac spinors. Then 
the covariant constancy of the Dirac matrices sets the 
map, and Schrodinger's relation19 between the 
Riemann curvature and the spin curvature follows 
from the integrability conditions for these equations. 

We turn to the question whether the r K can be 
expanded in terms of the L i • 

Theorem 8 (R. P. Treat): For Je semisimple, there 
exists an internal base and an algebra base such that 
OKCk/ = 0 and r~i = -b~Ck/ for some b~. 

Proof2o: Choose the base system of Lemma 5. Then 
(42) shows that OKCi/ = O. Hence, (43) gives 

19 See E. Schriidinger, Sitzber. Preuss. Akad. Wiss. Physik-Math. 
KI. XI, 105 (1932); H. G. Loos, Ann. Phys. (N.Y.) 25, 91 (1963). 

20 We show the proof given by R. P. Treat (private communi­
cation). 

Transv,ecting with cmki , and using (44) and the Jacobi 
identity 

(55) 
gives 

r~iglm = -rK/Cimkcl/. (56) 

For a semisimple group, the group metric gIrl! is 
nonsingular. Then, (56) implies 

(57) 

The total antisymmetry of the Ciil' can be used to write 
ci mk = c\ m, and (57) becomes 

r~ = -(r K/ C/j)Cki m, 

which shows that 

(58) 
with 

o (59) 

Using Treat's theorem, we can show-

Theorem 9: If Je is semisimple, there exists a base 
system such that r K = b~Li' 0KLi = o. 

Proof" For the base system of Lemma 5, (38) 
becomes (40). By Theorem 8, (58) holds so that (40) 
becomes 

[rK , Li] = b~Ckij L j . (60) 

Equation (60) is solved in general by 

r K = b:Lk + MJ( = LK + M K, (61) 

where MK does not belong to Land 

[MK' L;J = O. (62) 

We now calculate the gauge field belonging to the 
gauge potentials (61) and find, using (62), that 

(63) 

where LKA and MKA are, respectively, the gauge fields 
belonging to LK alone and to MJ( alone. Since LKA E L 
and Theorem 4, <PJ(A E L, (62) implies 

(64) 

Denote by ..A(,(XA) the set of all n X n matrices which 
commute with all elements of L(xA). Clearly, M K E ..A(,. 

Since L(xK) does not depend on xK, ..A(,(xK) does not 
depend on XK either. Then by a lemma which can be 
proved in much the same way as Lemma 2, one finds 
OKMA E..A(,. Also, with the Jacobi identity and (62), 
one can show 

Hence, 

MKA = OKMA - OAMK _. [MK' M A] E..A(,. (65) 
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But since C is semisimple, C contains no elements 
commuting with all elements of C; i.e., .At, and C have 
no elements in common. Hence, (64) and (65) can 
only be true if 

(66) 

Now, subject the gauge potentials (61) to an internal 
base transformation S; in the new base, one has 

r; = S-l(LKS + M"S - OKS). 

We try to find S(x") such that 

MKS- o"S=O; 

if this could be done we would have 

so that then 

(67) 

r~ E C'. (68) 
The integrability conditions for (67) are obtained by 
partial differentiation with respect to x<, alternation 
over K and A and elimination of first derivatives of S 
by means of (67); the result found is (66). Hence, the 
integrability conditions for Eqs. (67) are satisfied, 
and we can find solutions of (67) subject to initial 
conditions, such as S(x~) = I. At an event x~ + dxK

, 

one of them has from (67) 

S(x~ + dxK
) = 1+ dxK MK(X~). 

Calculation of L' = S-ILS for any L E C at x~ + dxK 

gives L' = L - dXK[MK(X~), L] = L, because of 
(62). Hence, in the new base we have the same 
Li(XK

) as in the old base. D 

Note that Theorem 9 holds for compact as well as 
noncompact Je and regardless of whether or not Je 
acts irreducibly in internal space. 

IV. YANG-MILLS EQUATIONS 

internal holonomy groups are Coulomb-like22 (i.e., 
long range). In fact, we have-

Theorem 10 (c. A. Uzes): For gauge fields with 
Abelian internal holonomy group, the Yang-Mills 
equations and the Bianchi identities reduce to 
Maxwell's equations. 

Proop3: For Je Abelian, the structure constants 
vanish. Then, by (52) 

cPK)./ = O. (70) 

Now consider the transformation of the r~i under a 
change At of algebra base24 : 

r~~, = A:,(r~iA~' - 0KAf). 

We try to find an algebra base transformation At, 
such that r~'i' = 0, This requires 

(71) 

The integrability conditions for these partial differ­
ential equations are just (70). Hence, (71) can be 
integrated so that there exists an algebra base with 

(72) 

everywhere In event space, Taking such a base and 
using the expansion (51) in (69) and (13) gives 

jK = g-V;,.BKULi, 

o = V' [KBL]Li. 
(73) 

By Leibnitz' rule, (38) and the linear independence of 
the L i , (73) implies 

(74) 

The Yang-Mills equations for the gauge potentials where 
are 

jK = gV';.cP"A.; (69) 

j" is the generalized current density operator (isospin 
current density in the original Y ang-Mills paperl), 
cP"" are the gauge fields (10) constructed from the 
gauge potentials rK(XA.) , and g = IDetg""lt, where 
g"" is the metric tensor in event space. Several exact 
solutions of (69) for a point charge (i.e" jK = 0, 
except on the world line Xl = x 2 = x 3 = 0) are 
known.21 Among these, only Treat's solution has 
short range components; it has a.non-Abelian internal 
holonomy group. All known solutions with Abelian 

• , (a) M. Ikeda and Y. Miyachi, Progr. Theoret. Phys. (Kyoto) 
27, 474 (1962); (b) H. G. Loos, Nucl. Phys. 72, 677 (1965); (c) 
Hendricus G. Loos, J. Math. Phys. 8, 1870 (1967); (d) R. P. Treat, 
"A Short Range Gauge Field," Nuovo Cimento (to be published). 

the latter expansion is possible by Theorem 4. Using 
(72) and remembering that all along we have been 
using Cartesian inertial event coordinates and a 
Minkowskian event space, Eq. (74) may be written 

which are Maxwell's equations. D 

•• For the monopole field, of course. 
23 We follow, with some modifications, a proof given by C. A . 

Uzes (private communication) . 
•• This transformation is determined by the requirement that 

equivalence of algebra elements 'II at neighboring events is invariant 
under algebra base transformations. 
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Corol/ary 1: In order that gauge fields can have 
nonelectrodynamic features, their internal holonomy 
group must be non-Abelian. 

Note that Je may be Abelian for a non-Abelian 
gauge group ~t An example is provided by Treat's 
solution21 for the case of vanishing f; this makes Je 
Abelian keeping the non-Abelian gauge group with 
generators A, B, C, and commutators [A, B] = C, 
[A, C] = B, [B, C] = O. 

Theorem 11: When a free gauge field (i.e., a gauge 
field satisfying the Yang-Mills equations for zero 
current density) has an internal holonomy group 
which is the direct product of two semisimple groups 
Je1 and Je2 , then it can be decomposed into two 
noninteracting fields. 

Proof" Since a direct product of semisimple groups 
is semisimple, Theorem 9 applies. Hence, there is a 
base system such that 

(75) 

where r lie E 1:1 , r 2" E 1:2 , and 1:1 and 1:2 are the Lie 
algebras of Je1 and Je2 , respectively. From (10) and 
[rllO r2).] = 0, one has 

(76) 

where cPlKl and cP2Kl are, respectively, the gauge fields 
constructed from r l " alone., and from r2l( alone. 
Putting (75) and (76) in the free Yang-Mills equations 
[(69) with J" = 0] and in the Bianchi identities (13) 
gives two uncoupled sets of equations: 

n(l) .J."" _ 0 n(1).J. - 0 (77) v" '1"1 - , V [I' 'l"IKl] - , 

n(2).J.Kl _ 0 n(2).J. - 0 (78) 
v" '1"2 - , V[I''I''2Kl] - .' 

where Vll) means that r 1" only is used in the calcula­
tions of the covariant derivative. Equations (77) and 
(78) show that the fields cP1Kl and cP2Kl propagate 
independently. 0 

The gauge potentials r ,,(x") define a large number 
of covariant divergence-free current densities.25 The 
simplest string of such current densities is 

Jt = gV"cPd (Yang-Mills current density), 

J: = gV"cP[lCll'l cP;], 
1" - g~V .J.["II'.J.vl.J."] 

3 - A 'I" '1"1' 'l"v , 

16 H. G. Loos, Ann. Phys. (N.Y.) 36, 486 (1966). 

(79) 

For all these current densities one has V.,JIC = 0; this 
can be verified by using (12). One has-

Theorem 12: If equivalence displacement pre­
serves the norm of internal vectors, the norm being 
defined by means of an internal metric tensor, then 
the current densities (79) lie in the Lie algebra of the 
unitary group belonging to the internal metric. 

Proof" If the internal metric tensor g has a signature 
consisting of m - p plus signs and p minus signs, 
then Je c U(m - p,p). Hence, all elements of I: are 
antiself-adjoint with respect to g. Taking the adjoint 
of each of the internal operators (79) and using the 
fact that in this case covariant differentiation com­
mutes with the process of taking the adjoint (since 
the internal metric is covariant constant) shows that 
all the currents in (79) are antiself-adjoint with 
respect to g. 0 

A similar theorem holds for the derivative currents 
discussed in Ref. 25. We briefly mention some further 
results involving internal holonomy groups, which 
have been proved elsewhere. The proofs will not be 
repeated here. 

Theorem 1326 • Spherically symmetric analytic27 

solutions of the point-charge Yang-Mills equations 
have Abelian internal holonomy groups. 

This theorem together with Corollary 1 clarifies 
why Ikeda and Miyachi's spherically symmetric solu­
tions21 are electromagnetic. 

Theorem 1428: Free gauge fields (i.e., gauge fields 
satisfying the Yang-Mills equations for zero current 
density) have, in the classical theory, a positive­
definite energy density, if their internal holonomy 
group is semisimple and compact. 

A covariant divergence-free current density J", for 
instance one of the string (79), does not always give 
rise to as many conserved charges as there are linearly 
independent algebraic components of J". This situa­
tion is entirely governed by the internal holonomy 
group, and is discussed in Ref. 25. The principal 
argument is that the calculation of the total charge 
carried by J", 

18 H. G. Loos, Ref. 21(b). 
17 Except, of course, on the world line of the point charge. 
18 R. P. Treat, Ref. 21(d). 

(80) 
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where dJK is an element of the hypersurface XO = t, 
over which the integration (80) is carried out, in­
volves summation of internal operators JKdJK at 
different events, a process which generally is not 
gauge invariant. 

V. DISCUSSION 

The properties of internal holonomy groups dis­
cussed here show how rich a geometric structure is 
defined by the Yang-Mills potentials, and how much 
bearing this structure has on local gauge theory. Of 
particular importance is the relation betwelfl the 
range of a solution of the Yang-Mills equations and 
its internal holonomy group. 

The demonstration of existence of a classical 
short-range Yang-Mills field by Treat21 should help 
to rejuvenate the theory of Yang-Mills fields [not 
restricted to 0(3), of course] as a possible theory of 
strong interactions. The internal holonomy group 
and associated geometric concepts form an indis­
pensable tool for further investigation of Yang-Mills 
fields. 

Quantization has not been considered in the present 
paper, because so much clarification is already needed 
on the classical level. 

We started out with the gauge potentials and their 
transformation properties under gauge transforma­
tions, and showed that the gauge potentials define 
gauge-invariantly an equivalence of muItiplets at 
neighboring events. The gauge potentials usually are 
introduced as compensating fields, starting with 
gauge-invariance requirements on the Lagrangian. 
But another point of view is possible which, although 
presently not fashionable, is really simpler. Regardless 
of the Lagrangian, the mere fact that field equations 

for a multiplet field occur in the theory demands 
definition of a gauge-invariant concept of differentia­
tion, if we want the field equations to have an invariant 
meaning under event-dependent gauge transforma­
tions. In other words, a gauge-covariant derivative 
must be defined for the same reason that a covariant 
derivative must be defined in general relativity. It 
would then be most appropriate to call the gauge 
potentials r K parameters of the internal linear con­
nection, and to call the gauge fields epd the internal­
curvature tensor operator; this has been done in 
previous papers.29 In the present paper a compromise 
has been made between simplicity and readability; 
we call r K and epK).. by their "physical" names: gauge 
potentials and gauge fields, and we do not start with 
the internal connection r K introduced as a geometric 
necessity. 

Theorem 9 is of great importance for practical 
work with the Yang-Mills equations. For instance, if 
one wants to prove nonexistence of localized non­
singular solutions of the free Y ang-Mills equations 
with a certain internal holonomy group Je, one had 
better know what restriction to place on the gauge 
potentials r K' such that the internal holonomy group 
is indeed Je, without excluding any such solutions. 
Theorem 9 is a step in this direction, but a stronger 
theorem valid for any Je is sorely needed. 
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The irreducible representations occurring in the decomposition of the Kronecker products U x U 
and !¥ x W for !rreducib~e representation~ U. and W of th~ groups G. and R7 are s~parated into sym­
metrical and anttsymmetncal parts. Application of the Wlgner-Eckart theorem Yields new selection 
rules and explains many of the apparently accidental zeros in the tabulation by· Nielson and Koster of 
the reduced ~atrix ~len:'ents o~ various single-parti~le te?s,?r oper~tors for the electronic configurations [n. 
The method IS apphed In detail to the magnetic spln-spm mteractlOn between electrons in the f shell, and 
the new selection rules are presented in tables. 

1. INTRODUCTION 

A FEW years ago, Nielson and Kosterl tabulated 
a large number of matrix elements for sums of 

single-particle tensor operators taken between states 
belonging to configurations of equivalent / electrons. 
In spite of the fact that they excluded all matrix 
elements for which the familiar triangular conditions 
for angular momentum quantum numbers were not 
satisfied, one is immediately struck by the large number 
of matrix elements whose values are zero. Many can 
be accounted for by generalizing the concept of 
triangular conditions. The states that enter the matrix 
elements are defined by the representations Wand U 
of the respective groups R7 and G2 ;2 and in some 
cases the identity representation is not contained in 
the triple Kronecker products W x W' x W" or 
U X U' X U" that describe the transformation prop­
erties of the bra, the operator, and the ket of a given 
matrix element. For the group Ra, the analogous 
statement is identical to the triangular condition. 
In a few other cases, the tensor operators play the 
role of the infinitesimal operators of a group, and 
thus cannot connect states belonging to different 
irreducible representations. Considerations of these 
kinds explain many of the zero matrix elements, but 
a surprisingly large residue remains. For example, of 
the 368 entries for the reduced matrix elements of the 
sixth-rank tensor U(G) for the configuration /4, no 
fewer than 21 vanish; and of these 21, only two can be 
readily understood. We are thus left with 19 apparently 
accidental zeros. 

It is the purpose of this article to point out the exist­
ence of a general class of null matrix elements, for 
which many of the apparently accidental zeros of 
Nielson and Koster are special cases. As a result of the 

• This work was partially supported by the U.S. Atomic Energy 
Commission. 

1 C. W. Nielson and G. F. Koster, Spectroscopic Coefficients for 
the p", dn, and fn Configurations (The MIT Press, Cambridge, 
Massachusetts, 1963), 

I G. Racah, Phys. Rev. 76,1352 (1949). 

analysis, new selection rules are obtained, not only 
for the operators studied by Nielson and Koster, but 
also for operators of physical interest (such as the 
spin-spin interaction) whose matrix elements are not 
included in these authors' tables. The method makes 
use of the symmetry properties possessed by various 
product functions, and it is to these that we first turn. 

2. SYMMETRY 

It is well known that the states of the configuration 
p, comprising two equivalent particles each of angular 
momentum j, are symmetric or antisymmetric with 
respect to the interchange of the particles according 
as J, the quantum number of the total angular momen­
tum, is such that 2j - J is even or odd, respectively. 
This can be expressed in the language of group theory. 
The 2j + 1 states for a single particle can be regarded 
as forming bases for either the representation [1] of the 
unitary group U2i+l, or the representation ilj of the 
subgroup Rs of U2i+l' The decomposition 

[1] X [1] = [2] + [11] (1) 

breaks up the product functions into their symmetrical 
and antisymmetrical parts; the representations ilj of 
Ra that occur in the associated decomposition 

2; 
ilj X ilj = !ilJ 

J=O 
(2) 

belong to [2J if 2j - J is even and to [l1J if 2j - J is 
odd. 

It is clear from this form of the statement that the 
separation into symmetrical and antisymmetrical 
parts is not necessarily confined to product functions 
that form bases f:or Ra. In fact, the Kronecker 
product r X r for any N-dimensional representation 
r of a group G may be so decomposed. Since we know 
that the dimensions of [2] and [11] are !N(N + 1) 
and tN(N - 1), respectively, it is often possible to 
carry out the decomposition in simple cases purely 
from dimensional considerations. This procedure 

2125 
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TABLE I. Separation of U x U into symmetrical and antisymmetrical parts. 

UxU Symmetric Antisymmetric 

(00) x (00) (00) 
(10) X (10) (00) (20) (10) (11) 
(11) X (11) (00) (20) (22) (11) (30) 
(20) X (20) (00) (20)1 (21) (22) (40) (10) (11) (21) (30) (31) 
(21) X (21) (00) (20)1 (21) (22)2 (30) (10) (11)2 (21) (30)2 (31)" 

(31) (40)' (41) (42) (32) (33) (41) (50) 
(22) X (22) (00) (20) (22)2 (40) (41) (11) (30) (31) (33) (41) 

(42) (44) (60) (50) (52) 
(30) X (30) (00) (20)2 (21) (22)" (31) (10) (11) (21) (30)" (31)' 

(40)1 (32) (41) (42) (60) (32) (33) (41) (50) (51) 
(31) X (31) (00) (20)3 (21)2 (22)3 (30) (10) (11)2 (21)' (30)3 (31)4 

(31)" (40)4 (32)2 (41)3 (42)4 (40) (32)3 (33)' (41)3 (42) 
(43) (44) (50) (51)2 (52) (43) (50)2 (51)3 (52)2 (53) 
(60)1 (61) (62) (61) (70) 

(40) X (40) (00) (20)' (21) (22)2 (31) (10) (11) (21) (30)2 (31)1 
(40)3 (32) (41)1 (42)8 (43) (32)" (33)" (41)" (42) (43) 
(44) (51) (52) (60)" (61) (50)2 (51)" (52) (53) (61) 
(62)(80) (70) (71) 

TABLE II. Separation of W X W into symmetrical and antisymmetrical parts. 

WxW Symmetric Antisymmetric 

(000) X (000) (000) 
(100) X (100) (000) (200) (110) 
(110) X (110) (000) (111) (200) (220) (110) (211) 
(111) X (111) (000) (111) (200) (210) (100) (110) (211) (221) 

(220) (222) 
(200) X (200) (000)(200)(220)(400) (110) (310) 
(210) X (210) (000) (111) (200)" (211) (110)' (211)2 (221) (310)" 

(220)" (222) (310) (311) (321) (330) (411) 
(321) (400) (420) 

(211) X (211) (000) (111)" (200)2 (210)" (100) (110)" (210) (211)3 
(211) (220)8 (221) (222)" (221)8 (300) (310)2 (311) 
(310) (311)2 (320) (321)2 (320) (321)2 (322) (330) 
(322) (331) (400) (410) (332) (411) (421) 
(420) (422) 

(220) x (220) (000) (111) (200) (220)2 (110) (211) (221) (310) 
(222) (311) (321) (331) (321) (322) (330) (411) 
(400)(420)(422)(440) (431) 

(221) X (221) (000) (111)" (200)' (210)2 (100) (110)1 (210) (211)8 
(211) (220)8 (221) (222)· (221)8 (300) (310)' (311) 
(310) (311)8 (320) (321)3 (320)' (321)8 (322)1 (330)' 
(322) (331)8 (332) (333) (331) (332)" (411)2 (421)" 
(400) (410) (420)2 (421) (431)8 (432) (433) (441) 
(422)2 (430) (431) (432) 
(440) (442) 

(222) X (222) (000) (111) (200) (210) (100) (110) (211) (221) 
(220)(222)(311)(321) (300)(310)(320)(322) 
(331) (333) (400) (410) (330) (332) (411) (421) 
(420)(422)(430)(432) (431) (433) (441) (443) 
(440) (442) (444) 

becomes unsatisfactory for N larger than 10 or so, 
since the solutions to the dimensional equations are 
not always unambiguous. It is then more convenient to 
combine our knowledge of the procedure for Rs with 
the branching rules for the reductions Gs -.. Rs and 
R7 -.. Gz, extending the available tables of branching 
rulesz and Kronecker productsa where necessary. 

For example, the decomposition of the Kronecker 
product (11) X (11), where (11) is a representation of 
G2 , is made by first noting that for the reduction 
G2 -.. Ra , the branching rule 

(11) -.. ~1 + ~5 
is valid. Now ~J X ~J is readily separable into 
symmetrical and antisymmetrical parts by Eq. (2) a P. B. Nutter. Raytheon Tech. Memor. T-S44 (1964). 



                                                                                                                                    

A CLASS OF NULL SPECTROSCOPIC COEFFICIENTS 2127 

above; and the cross term 

~1 x ~5 + ~5 X ~1 

in the product gives rise to pairs of representations 
~ J" one of which is symmetrical, the other anti­
symmetrical. We thus find that 

(~1 + ~5) X (~l + ~5) 
decomposes into the symmetrical part 

S2D2G2HI2LN 

and the anti symmetrical part 

P2FGH2IKM, 

where, for brevity, the spectroscopic symbol L is used 
for the representation ~E. From the tables of Nutter,3 

(11) x (11) = (00) + (11) + (20) + (22) + (30). 

Racah's branching rules2 give 

(00) ~S, 

(11) ~PH, 

(20)~ DGI, 

(22) ~ SDGHILN, 

(30) ~ PFGHIKM. 

We see at once from the presence of the M and N 
terms that (22) and (30) must correspond to the 
symmetrical and antisymmetrical parts, respectively. 
Only one I term, a symmetrical one, is unaccounted 
for; it follows that (20), to which this term belongs, 
must also be symmetrical. Proceeding in this way, 
we find that the structure 

(00) + (20) + (22) 

corresponds to the symmetrical representation [2], 
while 

(11) + (30) 

corresponds to the antisymmetrical representation 
[11]. 

Once this kind of analysis has been performed for 
a few of the simpler representations, it is possible 
to set up a chain calculation, working solely within 
G2 • Suppose, for example, the separation of U1 x U1 

is required, where U1 is a representation of G2 • A 
product U' X U" is sought that possesses the following 
properties: (1) The irreducible representations U, 
into which U' x U" decomposes contain U1 , prefer­
ably once; (2) the separation of all products U, X Ui 

into symmetrical and antisymmetrical parts is known 
for all i except i = 1; (3) the separations of U' X U' and 
U" X U" are also known. We now write 

(U' X U")2 = (t Uir 

The separation of (U' x U")2 into symmetrical and 
antisymmetrical parts can be carried out by expanding 
it as (U' x U') x (U" xU"); the cross terms between 
U1 and Ui (i ¢ I) give rise to equal symmetrical and 
antisymmetrical parts. It follows that U1 x U1 can 
be found by a process of subtraction. 

The separation of U x U into symmetrical and 
anti symmetrical parts has been carried out for every 
representation U of G2 that occurs in the classification 
of the states of In. The results are assembled in Table I. 
Analogous methods can be used for the products 
W x W of irreducible representation W of R7 ; the 
results of Table I can be used with the branching 
rules for R7 ~ G2 to facilitate the analysis. The 
results are assembled in Table II for all representations 
W used in classifying the states of In. 

3. WIGNER-ECKART THEOREM 

The usefulness of Tables I and II becomes apparent 
when a few special cases are examined. Consider, for 
example, the matrix element 

«30)LME + ql U~6) 1(20)IME), 

where the representations (30) and (20) belong to the 
group G2 • The tensors (2k + l)iU(k) for k = 2,4, and 
6 transform according to the representations (20) of 
G2 and (200) of R7.2 This means that the above matrix 
element is proportional to the coupling coefficient 

«30)LM E + q I (20)lq, (20)IM E). (3) 

According to the Wigner-Eckart theorem, this coeffi­
cient can be broken up into an isoscalar factor and a 
vector-coupling (VC) coefficient: 

«30)LM E + q I (20)lq, (20)IM E) 

= «30)L 1(20)1 + (20)I)(LME + q I Iq, IML ). (4) 

Now we see from Table I that (30) occurs in the anti­
symmetrical part of (20) x (20), and hence the coeffi­
cient (3) must reverse its sign if the two parts (20)lq 
and (20)IML are interchanged. Equation (4) shows 
that this is guaranteed if L is odd, since the VC 
coefficient itself changes sign. But if L is even, the 
VC coefficient is invariant, as is also the isoscalar 
factor. Hence, the coefficient (3) is zero for even L. 
Not all the VC coefficients for a given L can be zero, 
and hence the only remaining possibility is that the 
isoscalar factor vanishes. In other words, 

«30)L I (20)1 + (20)1) = 0 (L even). 

This implies 

«30)LII U(6) 11(20)1) = 0 (L even), (5) 

since reduced matrix elements are equivalent (apart 
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from a nonvanishing factor) to the corresponding 
isoscalar factors. Equation (5) accounts for two of 
the 19 unexplained zeros mentioned in Sec. 1. 

If (30) had occurred in the symmetrical part of the 
reduction of (20) X (20)-as (40) does, for example­
then Eq. (4) would imply the vanishing ofthe isoscalar 
factor in all those cases where the VC coefficient changes 
sign; that is, when L is odd. As examples of this we 
have 

«40)LII U(k) 1I(20)k) = 0 (L odd), 

«22)HII U(k) 11(20)k) = o. 
On the other hand, 

«31)LII U(k) 11(20)k) = 0 (L even), 

since (31), like (30), occurs in the antisymmetrical 
part of the decomposition of (20) X (20). 

These methods can be equally well applied to the 
group R7 • From Table II, it can be seen that (220) 
occurs in the symmetrical part of the decomposition 
of (200\ X (200), from which it follows that 

«220)LII U(k) 1I(200)k) = 0 (L odd). 

Five of the remaining 17 apparently accidental zeros 
are examples of this equation. It is clear that the 
arguments that have been used to obtain these results 
are in no way peculiar to G2 and R7 • In fact, the con­
ditions that have been given by de Swart4 for the 
vanishing of certain isoscalar factors for SU3 are the 
analogs of our results. 

It should be added here that Tables I and II can 
be used to gain additional information about certain 
nonvanishing matrix elements. For example, the 
representation (21) occurs twice in the reduction of 
(20) X (20)-once as a symmetrical representation, 
and once as an antisymmetrical one. From this we 
may deduce, for example, that the parameter A 
occurring in the equation 

(f3(20)2kll U(k) 11/3(21)2L) 

= A(P(20)3kll U(k) II f4(21)3L) (6) 

assumes only one value when L is even (namely, 
-1/.)2), and another one (namely, 3/.)2) when L 
is odd. This goes beyond a naive application of the 
Wigner-Eckart theorem, which would not predict 
any proportionality. 

4. INTRA-ATOMIC INTERACTIONS 

The discussion in the preceding section is limited 
to the tensors U(k). These enter naturally in crystal­
field calculations of the type where the electric poten-

, J. J. de Swart, Rev. Mod. Phys. 35, 916 (1963). 

tial of the crystal lattice is expanded in spherical 
harmonics, taking the nucleus of the ion under study 
as the origin. When we consider other types of oper­
ators, such as those corresponding to the spin-orbit, 
spin-spin, or spin-other-orbit interactions in an atom, 
a number of new features arise. 

In the first place, we can sometimes use the factori­
zation of the isoscalar factors themselves to derive 
more general results. For example, the spin-orbit 
interaction with a configuration of the type In can be 
represented as the scalar part of a double tensor such 
as V(1l), and this belongs to the representations (110) 
of R7 and (11) of G2 • 5 The matrix element 

(r(211)(20)SLMs + 7T ML + ql 
V;~1l Ir(llO)(ll)S'PMsML) 

involves the isoscalar factor 

«211)(20)L I (11O)(ll)P + (llO)(1I)P), 

which factorizes as follows: 

«211)(20)L I (11O)(ll)P + (11O)(ll)P) 

= «211)(20) I (110)(11) + (110)(11» 

X «20)L I (11)P + (11 )P). (7) 

Now (20) occurs in the symmetrical part of the 
decomposition of (11) X (11), whereas (211) occurs 
in the anti symmetrical part of the decomposition of 
(110) X (110). Since there exist for the configuration 

12 nonvanishing matrix elements of V(1l) that involve 
the factor «20)L I (ll)P + (11)P), it follows that 

«211)(20) I (110)(11) + (110)(11» = O. (8) 

Hence, all matrix elements of the spin-orbit inter­
action in the I shell vanish between states labeled 
(211)(20) and (110)(11). Results of this kind, though 
more powerful than those exemplified by Eq. (6), are 
correspondingly rarer. Equation (8) is in fact the only 
one of its kind that can be obtained for the spin-orbit 
interaction in r. 

Interactions more complex than the spin-orbit 
interaction involve irreducible representations U and 
W of higher dimensionality. The frequent occurrence 
of like irreducible representations in the decomposi­
tion of U X U complicates the derivation of results 
analogous to Eq. (8), since the isoscalar factors 
(rU'L" I UL + UL') involve an additional classifi­
catory symbol r. One way to be sure that such an 
isoscalar factor is nonvanishing for at least one pair 
(L, L') is to note that, on forming their squares and 
summing over Land L', the result must be unity. 

• A. G. McLellan, Proc. Phys. Soc. (London) 76, 419 (1960). 
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TABLE III. Decomposition of matrix elements of the spin-spin interaction for f'. 

11> 11>' (11) II Zl 1111>') (11) II z. 1111>') (11) II Z. 1111>') (11) II z, 1111>') 

.p "P -9 63 0 1 
'P "F 6(3)1 48(3)l (3)-1 0 
3F of -(14)1 112(14)! 0 0 
of "H 2(22)1 16(22)1 -3(22)-1 0 
3H 3H (143)1 -7(143)1 0 9(143)-! 

Confronted, then, with a coefficient 

(WTU'L" I WUL + WUL') 

for which W' and U' occur in opposite symmetry 
parts of the decompositions of W X Wand U x U, 
we may deduce that the isoscalar factor 

(WTU'I wu + WU) 

vanishes. In this way we can obtain analogs of Eq. (8). 

S. SPIN-SPIN INTERACTION 

As an example of an interaction whose matrix 
elements have not yet been tabulated for fn, we con­
sider the magnetic spin-spin interaction H •• between 
pairs of electrons: 

H = 4R2'" [Si • S, _ 3(ri; • si)(r;; • S;)] 
88 P "" 3 5 • 

i>; r;; r;; 

The symbol P is the Bohr magneton. The decom­
position of H.s into parts corresponding to unique 
pairs of representations WU is carried out in a 
way precisely analogous to the decomposition 
already effected for the d shell. 6 For f electrons, we 
find that we can write 

(9) 

where the operators hr (r = 1, 2, 3, 4) correspond to 
WU = (200)(20), (220)(20), (220)(21), .and (220)(22), 
respectively. The spin-spin interaction is the scalar 
part of a double tensor possessing ranks of 2 in the 
orbital and spin spaces; and so, for any of the oper­
ators hr' the J dependence of a matrix element can be 
separated out as follows: 

(ySLJI hr ly'S'!:J') 

= b(J, J')( _1)S'+L+J{~ ~ ~} (ySLIl t~22) lIy'S'L'). 

All the matrix elements of H •• can be rapidly calcu­
lated once the reduced matrix elements ('f"11 t;22) II 'f"') 
are known. Those for fn are related to those for f n- l 

through the equation 

('f"11 t~22) 11'1") = [n/(n - 2)] 

X I ('f"{ I 'P)(o/II t~22) 110/')(0/' I }'f'), (10) 

8 B. R. Judd, Physica 33, 174 (1967). 

where the sum runs over the states 0/ and 0/' of fn-l, 
and where ('f" { I 0/) and (0/' I }'f"') are coefficients of 
fractional parentage. These last have been tabulated 
by Nielson and Koster. The procedure is thus to set 
up a chain calculation, starting from f2. This con­
figuration is the simplest for which a two-particle 
operator has nonvanishing matrix elements. The 
matrix elements in question are conveniently defined 
by 

where <I> and <1>' denote states of p. The quantities 
(<1>11 Zr 11<1>') are set out in Table III, and the coefficients 
ar , defined in terms of Marvin's radial integrals 
Mk,7 are given by 

a l = 4(SSMO - 44M2 - SOM4)/16S, 

a2 = (66M2 - 17SM4)/770, 

aa = 8(l43M2 - 17SM4)/77, 

a4 = -3(286M2 + 17SM4)/22. 

The matrix elements of H •• for any configuration 
r can thus be calculated by repeated use of Eq. (10), 
taking the results for f2 as a starting point. Of course, 
full use is made of the group-theoretical properties 
of the various component operators hr ; indeed, it is to 
take advantage of these properties that the decom­
position (9) is made in the first place. If an operator hr 
(corresponding to the irreducible representations 
Ur and Wr) is taken between states characterized by 
WUSL and W'U'S'L', then the matrix element will 
vanish unless the various identity representations 
occur at least once in the decompositions of all four 
triple Kronecker products W X Wr X W', U X 

Ur xU', i>s X i>2 X i>s', and i>L X i>2 X i>L" 
The last two products lead to the well-known selection 
rules i::J.S, i::J.L = 0, ± 1, ±2. Such applications of 
group theory do not concern us here, however. Our 
central theme is the usefulness of Tables I and II in 
deriving new selection rules. These can be obtained 
by the methods of Secs. 3 and 4, and are listed in 
Table IV. As in Sec. 3, all inessential quantum numbers 
are suppressed. The matrix elements in which L does 

7 H. H. Marvin, Phys. Rev. 71,102 (1947). 
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TABLE IV. Vanishing matrix elements of the operators hr of 
the spin-spin interaction. 

«30)GI hr 1(20)D) 
«31)LI hr 1(20)D) 
«40)FI hr 1(20)D) 
«40)FI hs 1(21)D) 
«40)FI h4 1(22)D) 
«30)GI h, 1(22)D) 
«31)LI h4 1(22)D) 
«220)LI hI 1(200)D) 
(WLI h.I(220)(20)D) 
(WLI hs l(220)(21)D) 
(WLI h,I(220)(22)D) 
(W(10)1 hi 1(220)(20» 
(W(20)1 h.I(220)(20» 
«222)(30)1 hi 1(220)(20» 
(W(lO)1 hs 1(220)(21» 
(W(20)1 ha 1(220)(21» 
(W(20)1 h4 1(220)(22» 
«222)(30)1 h, 1(220)(22» 

(r = 1,2) 
(r = 1,2; Leven) 
(r = 1,2) 

(L even) 
(L odd) 
[if W = (222), L odd; 

or W = (211), Leven; 
or W = (221), Leven] 

[W = (111), (222)] 
[W = (211), (221)] 

[W = (111), (222)] 
[W = (211), (221)] 
[W = (211), (221)] 

not appear are particularly useful, since they include 
many special cases. They are the analogs of Eq. (7). 

6. CONCLUSION 

From the extensive listing in Table IV, it is apparent 
that the method based on the symmetry or antisym­
metry of product functions is a valuable tool for 
deriving new selection rules. It could evidently be 
applied to other types of interaction, such as the 
spin-other-orbit interaction. Since, for the spin-spin 
interaction, the rules are obtained for the component 

operator hr rather than H •• itself, it is apparent that 
these rules would appear in a direct physical way only 
if the radial integrals Mk are of such a magnitude that 
one of the coefficients ar dominates all the others. 
Calculations of the Mk for rare-earth ions8 indicate 
that at comprises positive and negative parts that 
nearly cancel, but this is the only obvious simplifica­
tion that can be made. This means that we must be 
content to apply the selection rules to the operators 
hr rather than to Hsa. 

It is perhaps worth mentioning that a few of the 
selection rules that have been discussed in this paper 
can be obtained by alternative methods. Equation 
(7), for example, was obtained a few years agoD by 
studying the commutation relation between two 
tensors of the type V(1l) and Vl3). It appears that this 
method, which is completely different from the ap­
proach developed above, cannot be generalized to 
reproduce more than a few isolated zeros. Although 
the method based on the separation of U X U and 
W X W into symmetrical and antisymmetrical parts is 
much more powerful, yet there remains a significant 
number of unexplained zeros in the tables of Nielson 
and Koster. Whether some other symmetry properties 
have yet to be discovered is a matter for speculation. 

8 M. Blume, A. J. Freeman. and R. E. Watson. Phys. Rev. 134, 
A320 (1964). 

• B. R. Judd, Operator Techniques in Atomic Spectroscopy 
(McGraw-Hill Book Company, Inc., New York. 1963), p. 221. 
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It is generally assumed that experiments which are sufficiently separated in space or time should be 
mutually independent. In scattering theory this independence is expressed by the cluster decomposition 
of the S matrix. It has been proved by Hunziker that for experiments which are separated in space the 
cluster property does hold in nonrelativistic scattering. The purpose of this paper is to prove the same 
result for experiments which are separated in time. 

I. INTRODUCTION 

THE cluster decomposition of the S matrixl.2 

expresses the independence of experiments which 
are sufficiently separated in space or time. It asserts 
that the probability of any specified outcomes for 
two well-separated experiments should be the product 
of the two separate probabilities. A precise statement 
is as follows: Let (g' +-I') and (g" +-1") denote any 
two physical processes leading from initial states I' 
and f" to final states g' and g". Let (g; +- ID denote 
the process obtained by rigidly translating the process 
(g' +-1') through the 4-vector ~, and regard the two 
processes (g; +- I;) and (g" +-/") as a single composite 
process (g; &g" +- I~ &1"). The cluster property 
simply asserts that, as ~ ->- 00, the probability for 
this composite process should satisfy 

P(g~ & g" +-f~ &1") g::; P(g' +- f')P(g" +-1"). 

(1.1) 
This must be formulated in the language of quantum 

scattering theory, where the asymptotic states are in 
one-to-one correspondence with the rays in a Hilbert 
space Jeasym . The probability amplitude for a proc­
ess (g +-I) is the matrix element of the scattering 
operator S between the corresponding vectors g and 
I; i.e., 

P(g +-1) = I(g, S/)1 2
• (1.2) 

A composite state of the type I' & /" is represented 
by the tensor product I' 0 /", and so the quantum­
mechanical form of the cluster property (1.1) is just 

I«g~ 0 g"), S(f~ 01"»1 ~ I(g', Sf')(g", S1")I· 
(1.3) 

The cluster property (1.3) can be considered from 
two distinct points of view. If one is trying to construct 
a scattering theory, then one may wish to adopt the 
cluster property as a basic assumption. This is the 
procedure in analytic. S-matrix theory, where it is 

1 E. H. Wichmann and J. H. Crichton, Phys. Rev. 132, 2788 
(1963). 

• J. R. Taylor, Phys. Rev. 142, 1236 (1966). 

shown2 that the limit (1.3) for the moduli of S-matrix 
elements leads to the corresponding limit for the 
matrix elements themselves3 : 

«g~ 0 g"), S(f~ 0 1"» ~ (g', Sf')(g", S1"). (1.4) 
s • s-+ <X) 

This limit in turn leads to the well-known momentum-
space cluster equations which are the starting point 
of the postulate of analyticity. 

On the other hand, if one already has a complete 
dynamical theory (such as quantum field theory or 
nonrelativistic SchrOdinger theory), then, having 
recognized the significance of the limit (1.3), one must 
obviously verify that the limit does hold in the given 
theory. This has been done for quantum field theory 
by Hepp, who has shown that as ~ ->- 00, in either a 
spacelike4 or a timelike5 direction, not only the limit 
(1.3) but also (1.4) are always valid. (The essential as­
sumptions are that the field theory be almost local 
and that all fields have mass greater than zero.) In 
nonrelativistic Schrodinger theory Hunziker has 
shown6 that the limit (1.4) holds when ~ ->- 00 in a 
purely spacelike direction. (In this case· the essential 
condition is that all potentials be short range.) 

It is the purpose of this paper to fill the obvious 
remaining gap in this second line of research; namely, 
to prove for nonrelativistic SchrOdinger theory that 
the limit (1.4) holds when ~ ->- 00 in a timelike 
direction. This is done under approximately the same 
conditions used by Hunziker; specifically, that all 
particles interact by two-body potentials which are 
square integrable in the relative coordinate.7 

3 In order to deduce Eq. (1.4), it is necessary to strengthen the 
limit (1.3) either to include some statement of the rate at which the 
limit is approached or to include some uniformity for separations 
into three distinct processes. (See Ref. 2.) This strengthening of the 
limit presumably eliminates long-range interactions such as the 
Coulomb force. 

'K. Hepp, Helv. Phys. Acta 37,659 (1964). 
6 K. Hepp, J. Math. Phys. 6, 1762 (1965). 
• W. Hunziker, J. Math. Phys. 6, 6 (1965). 
7 Hunziker (Ref. 6) uses the slightly weaker condition of local 

square integrability together with the requirement that all potentials 
be O(r-'), s> I, at large distances. The question of how weak the 
conditions for cluster decomposition can be made is somewhat 
academic since, as discussed below, stronger conditions are needed 
to guarantee asymptotic completeness. 
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In Sec. II, I outline all the necessary notations. An 
N-particle system is defined, with states represented 
by vectors in the appropriate Hilbert space: 

Je = C2(R
3N

). 

Following the notation of Jauch,B the M011er wave 
operators Ql are defined as limits of the channel oper­
ators Q"(t) and are used to construct a scattering 
operator S. In order that S be unitary and have the 
property (1.2), it is necessary to introduce an auxiliary 
space Jeasym • This new space labels the asymptotic 
initial and final states of the system9 and is the space 
on which S acts as a unitary operator. Finally, as a 
preliminary to the proof of the cluster property, the 
set of N particles is split into two subsets, or clusters, 
C' and e" [corresponding to the states I' and f" in 
Eq. (1.4)] and the operator T'(-r), which delays the 
motion of the subset C', is defined. This operator is 
characterized by the relation 

T'(T)(f' @/") = /; @/", 

where, as in Eq. (1.4), f~ represents the asymptotic 
free stateI' delayed by time T (T positive or negative). 

Section III contains the proof of the cluster prop­
erty. This is given in three stages. The first and 
principal step, stated as a theorem, establishes the 
cluster property, as a strong operator limit, for the 
operators Q"(t). This has a corollary the same result 
for the M0ller wave operators Ql, and this in turn 
leads to the cluster property of the S matrix. 

Since the mathematical details of the proof are 
quite complicated, it is appropriate to describe physi­
cally what happens and, indeed, why one expects the 
cluster property always to be valid. In most cases this 
is easily understood. If, for example, we do an experi­
ment on radioactive decay today and a scattering 
experiment in the same place tomorrow, then to­
morrow's experiment is unaffected by today's since 
all the decay products have dispersed before the . 
incident scattering particles arrive. The independence 
of these two experiments is as true in classical mechan­
ics as in quantum mechanics and may be called the 
classical cluster property. However, in special cases 
one of the decay products of today's experiment may 
be left at rest, in which case it will still be in our 
laboratory tomorrow and may be expected to interfere 
with tomorrow's experiment. In classical mechanics 

8 J. M. Jauch, Helv. Phys. Acta 31,661 (1958). 
I As is well known, the asymptotic states of an N-partic1e system 

(N) 2) are not in (1-1) correspondence with the rays of the 
N-partic1e Hilbert space.le. It is to remedy this defect that the space 
.le .. avm has been introduced by. for example, L. D. Fadeev in 
"Mathematical Problems of the Quantum Theory of Scattering for 
a Three-Particle System," Stoklow Mathematical Institute, Publi­
cation No. 69 (1963), and F. Coester, Helv. Phys. Acta 38.7(1965). 

the cluster property does not hold for this special case. 
In quantum mechanics it is saved by the phenomenon 
of wave-packet spreading. If we delay tomorrow's 
experiment long enough, the remaining decay product 
has spread out too much to influence appreciably the 
second experiment. In this case the independence of 
the two experiments is a purely quantum effect, and 
may be called the quantum cluster property. 

The proof of the cluster property given in this 
paper depends only on the latter effect-the spreading 
of wave packets-which is, of course, present in aU 
cases. Rather than prove the result directly for any 
set of states, it is convenient first to consider Gaussian 
wave packets, whose familiar t-t spreading is ex­
plicitly known. [See Eq. (3.10) below.] Once estab­
lished for Gaussians, the result is easily extended to 
arbitrary wavefunctions by approximating the latter 
with a sum of the former. 

n. NOTATION 

The system to be considered consists of N dis­
tinguishable spinless particles which are labeled by 
i = 1, 2, ... , N and have Hamiltonian 

N p~ 
H = ! - + ! fi,(xi;), (2.1) 

i=12mi i<' 

where Pi' Xi' mi are the momentum, position, and 
mass of the ith particle, and Xii = (Xi - X;). I assume 
throughout that the potentials Vii(Xii) are square 
integrable, which is sufficient to insure that His self­
adjointlO on the Hilbert space Je = C2(RaN). A simpli­
fying feature of nonrelativistic scattering is that 
transitions between states with different particles are 
impossible. This allows one to confine attention to a 
single N-particle system as just defined. 

The central idea in scattering theory is that any 
collision state, if followed far enough into the past 
or future, should resemble a free state, on which the 
interparticle potentials have no effect. The well-known 
difficulties which occur with more than two particles 
(N > 2) arise from the possibility that some subset 
of n < N particles may be able to form a bound 
state, in which case this subset may enter a scattering 
experiment either as n free particles or as one freely 
moving bound state. Both possibilities must be 
allowed for, and in the latter case the interactions Vi; 
within the subset never become ineffective, however 
large /t/. One is led to introduce the concept of an 
asymptotic channel. A channel at is defined by its 
not S N freely moving fragments, each fragment 
being either one of the original N particles or a 

10 T. Kato, Trans. Am. Math. Soc. 70, 195 (1951). 
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definite bound state of some of them. Corresponding 
to each channel IX, there is a channel Hamiltonian 

na p2 ) 
Ha = ~ (2Mak + Eak , 

k-l ak 
(2.2) 

where Pale' Male' Eak denote the momentum of the kth 
fragment in the channel IX, its mass, and minus its 
binding energy (which is zero if the fragment happens 
to be a single particle). 

In the Schrodinger picture, any state of the system 
has time dependence exp (-iHt)F, with Fin Je. One 
expects that certain of these states should behave, as 
t -+ ± 00, like free states exp (-iHa.t)/±. in the channel 
IX; and it can in fact be shownll under the stated 
assumptions that there are domains ~a of Je such 
that to each I in ~a there corresponds states F±. in Je 
for which 

(2.3) 

This means that the states I in ~a label the possible 
initial and final free states in the channel IX. If we 
define the unitary operator 

!l"(t) = eiHte-iHat, 

the result (2.3) implies that !la(t) has strong limits 
!la on ~a as t -+ ± 00. The significance of the Meller 
op~rators !ll is that if the system is initially in the 
free state I of channel IX (or finally in the state g of 
channel (3), then at t = ° the actual state of the system 
is 

F = !l':f (or G = !l! g). 

The transition amplitude Spa(g,j) from an initial 
state I in channel IX to a final state g in channel (3 is, 
therefore, 

Spa(g,f) = (G, F) 

= (!l!g, !l':f) (f E ~a, g E ~p). (2.4) 

We now wish to define a single operator S whose 
matrix elements (g, S/) are the transition amplitudes 
(2.4). The difficulty is that the various domains ~a, 
ex = 0, 1, 2 ... , can overlap, and any vector I lying 
in both ~a and ~p (IX ¢ (3) represents two distinct 
asymptotic states when regarded as a member first of 
~" and then of ~-. To remove this ambiguity, it is 
natural to define a new space JeasYJIl as follows: 
Firstly, for each channel IX we introduce a distinct 
space ~'a isomorphic to ~". Corresponding vectors 
of ~.. and ~'a label the same asymptotic state in 
ch.annel IX; but since the new spaces ~'a, IX = 0, 1, 
2 ... , are all distinct, each new vector labels a unique 

11 M. N. Hack, Nuovo Cimento 13, 231 (1959). 

asymptotic state. We now define 

JeasYJIl = EB .. ~''', 

which, to the extent that the domains ~a overlap (as 
subspaces of Je), is a space larger than Je. Each vector 
of JeasYJIllabels a unique asymptotic state; those which 
lie in the subspaces ~'" enjoy a privileged role since 
they belong to a definite channel, but, as we shall 
see directly, every vector I in JeasYJIl has a unique 
image !l±f'in the space Je of the actual system. 
Before showing this, it is convenient to agree to omit 
the prime in ~'a; this leads to no serious ambiguities. 

Linear Meller operators !l±. are defined on JeasYJIl 
in the natural way; that is, for IE 'JY', 

!l±f= !l~f· 
Since the !ll are isometric (and hence uniformally 
bounded), this defines unique maps of JeasYJIl into Je. 
Further, since the orthogonality theorems establishes 
that the ranges 3tl of the !ll are orthogonal, 

3t~ l.. 3t! and :R~ l..:R!. (IX ¢ (3), 
the maps !l± of JeasYJIl into Je are actually isometric 
maps of Jeasym onto their ranges :R±: 

(1-1) 

!l± :Jeasym = EBa~" ---+ 3t± = EBa:R~ c Je. 

The operators !l± have adjoints defined on Je, and 
so we can define 

S = !l!!l_, 
which maps JeasYJIl into itself. According to Eq. (2.4), 
the transition amplitude Sp .. (g,/) is just the matrix 
element 

Sp .. (g,f) = (g, Sf) (fE~", g E~P). 

It should be emphasized that, although the con­
dition that the potentials Vii be £:2 is sufficient for the 
existence of the S operator and for the proof of the 
cluster property in Sec. III, we do not have a physi~ 
cally meaningful scattering theory unless we can also 
guarantee asymptotic completeness; i.e., that the 
ranges 3t± of !l± satisfy 

3t+ = 3t_ = .At" 

where .At, denotes the continuum subspace of H in Je. 
This condition is needed to ensure that the asymptotic 
states of Jeasym are in fact all the possible asymptotic 
scattering states of the system. Unfortunately, no 
general proof of asymptotic completeness has been 
found and in the cases N = 2 and 3, where proofs 
are known, the conditions on the potentials are 
stronger than those used here.12 

10 For N = 2, S. T. Kuroda [Nuovo Cimento 12,431 (1959)] has 
established asymptotic completeness when V is both £, and £1. 
T. Ikebe [Arch. Ratl. Mech. Anal. 5, I (1960)] has established the 
same result using slightly weaker conditions. The case N = 3 has 
been treated by Fadeev. (See Footnote 9.) 
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If we choose to assume that the theory is asymp­
totically complete, then, since both maps 

Q_: Jeasynl ~ at_ 
(at =at) 

no • 'W (1-1) <D - + 
u+. "'-asynl --+ ""+ 

are isometric, the operator S = Q!Q_ is unitary on 
JeasYID • 

Having set up the necessary scattering formalism, 
we must introduce two more concepts essential for 
the proof of the cluster property. The first of these is 
the operator T(T), which delays an asymptotic free 
state, and the second is the notion of a cluster. It seems 
reasonably obvious that the generator of time delays 
for an asymptotic free state in channel IX should be 
the corresponding free Hamiltonian Jea • To see that 
this is really so, let us consider two asymptotic states 
fin ~a and 

(2.5) 

It is easily seen that fr is also in ~a, and so the corre­
sponding actual states at t = 0 are F = Qaf and 
F, = Qaf,. Using the intertwining relation8 

(2.6) 

we can rewrite the latter as 

that is, the actual state defined by F, is the same at 
t = 0 as was that defined by F at t = -T. This 
establishes that/r, as given by Eq. (2.5), is the correctly 
delayed asymptotic free state. 

We next consider a partition of the N particles 
into two disjoint subsets, or clusters, C' and C". 
Since we have to prove that, when the two clusters 
are well separated,. each behaves as if the other were 
absent, it is natural to introduce cluster Hamiltonians 

and similarly H", where I' denotes summation over 
those i and j contained in C'. The Hamiltonian H' 
determines the behavior of the cluster C' in the ab­
sence of C" and vice versa. Clearly 

H = H' + H" + V','', 

where V'·" is made up of all potentials which link the 
two clusters. 

We shall say that the clusters C' and C" are con­
sistent with a channel IX if each fragment of IX is 
entirely contained in either C' or C". In this case the 
channel Hamiltonian (2.2) can be split up as H", = 
H; + H:, where H; contains the energy of those 

fragments belonging to C', and similarly H:. In 
terms of these we define Maller wave operators for 
each separate cluster: 

Q~ = lim Q""(T), 
t-+±oo 

where 
Q""(T) = eiH'te-iH'",t, 

and similarly for C". Since these operators can be 
defined for any channel IX which is consistent with 
the clusters C' and C", they define wave operators 
Q~ on the whole subspace of Jeasynl spanned by these 
channels. 

If IX is a channel consistent with C' and C" and 
f' ® /" is one of its asymptotic states, then, according 
to Eq. (2.5), the operator which delays f' (while 
leaving/" alone) is 

T~(T) = eiH'",'. 

Just as the operators Q"" led to Q', so the operators 
T~(T) define a delay operator T'(T) on the whole sub­
space of Jeasynl consistent with the clusters13 C' and 
C". 

Finally, it is convenient for the proofs of Sec. III 
to note that the Hamiltonians H' and H; can be 
written as 

H' = P'2/2M' + h' 
and 

H~ = P,2/2M' + h~, (2.7) 

and similarly H" and H; , where P' and M' are the 
total momentum and mass of the cluster C' and h' 
and h~ are self-adjoint "internal" Hamiltonians which 
commute with P' (although not with each other). 

m. PROOF OF THE CLUSTER PROPERTY 

The principal step in the proof of the timelike 
cluster property is the following theorem, whose 
proof is given at the end of this section: 

Theorem: 

[Q"'(t) - Q""(t)Q"'''(t)]T'(T) --+ 0 (3.1) 
II r~±oo 

in the strong sense on Je and uniformly in 
-00 < t < 00. 

This theorem has the following corollary, whose 
proof is also deferred to the end of the section. 

Corollary: 
[Q'" - Q""Q'ZI]T'(T) --+ 0 

± ± ± '" ,-+±oo (3.2) 
strongly on ~IZ. 

18 This is the largest subspace on which one wants to define 
T'(T), since it is physically meaningless to separate states in the 
channel ex into clusters C', CN with which ex is inconsistent. (For 
example, if particles 1 and 2 belong to the same bound state of 
channel ex, it is senseless to delay the arrival of 1 but not 2.) 
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Since this holds for every channel ex which is con­
sistent with clusters e' and e", it is in fact true on the 
whole subspace of Jeasym spanned by these channels; 
i.e., 

[0 - 0' O"]T'(T) -+ 0 (3.3) ± :t: ± T .... ±ao 

strongly on the subspace of Jeasym consistent with 
e' and e". 

The result (3.3) is the timelike cluster decomposition 
of the Meller operators. From it we can now prove 
the cluster property of the S matrix (1.4): 

«g;' ® gill'), S(f~ ®/"» ~± (gill, Sf')(g'lII, Sf"), 
T co (3.4) 

where 
f; ® I" = T'(T)f' ® 1", 

as defined in Sec. II. The extra primes which appear 
in Eq. (3.4) are supposed to emphasize that the 
clusters e', e" into which the initial state is split are 
not necessarily the same as e"', e"" of the final state. 
The case e' #- e'" is relatively trivial. In this case f' 
and g'lI contain different particles and the matrix 

. element (g"', Sf') vanishes, making the limit (3.4) zero. 
[This is just as it should be. The probability for the 
processes (2N - N) today and (3N - 4N) tomorrow 
must be zero, even though (5N - 5N) is perfectly 
possible.] When e' = e"' (and hence e" = e""), we 
have split initial and final states into the same clusters 
and the separated processes (g' - f') and (gil - f") 
are both allowed. In this case the limit (3.4) is, in 
general, nonzero and is physically more interesting. 
We consider this latter case first. 

A. Separation of Initial and Final States into 
Identical Clusters 

«g~ ® gil), S(f~ ® /"» 
= (O+T'(T)(g' ® gil), O_T'(T)(f' ® /"» 
-+ «0' T'g' ® O"g"), (O'-T'j' ® O:!./"» 
T .... ±ao + + . 

[by Eq. (3.3)] 

= (O~T'g', O'-T'j')(O~g", O:!./") 
= (g', Sf')(g", S/,,), 

as required. [In passing from the second-to-Iast line 
to the last, I have used the intertwining relation (2.6), 
which implies that 

(O~T'g', O'-T'f') = (eiH'TO~g', e(H'TOLf') 

= (g', Sf').] 

B. Separation of Initial and Final States into 
Different Clusters 

We have next to consider matrix elements of the 
form (T'"g, ST'J) where the clusters e' and e"' are 

different. As before, 

(TIII(T)g, ST'(T)f) = (O+TIII g, O_T'f) 

-+ (OIllO"ITlIIg 0' O"T'f) (3.5) 
r-+±oo ± + ,- - , 

by Eq. (3.3). Since 0" and T' commute, we can now 
use the intertwining property for 0' and T', and 
similarly for 0'" and T"'. This gives for (3.5) 

(eiH'''TO~O:;' g, e(H'TO,-O:!.f). (3.6) 

Finally, we use the fact (whose proof is given at the 
end of the section) that, if the clusters e' and e'" are 
different, then the operator 

converges weakly to zero (Le., its matrix elements 
go to zero) on Je as T -- ± 00. This immediately 
shows that (3.6) tends to zero, which is the required 
result. 

This completes the derivation of the timelike 
cluster properties, and it remains only to give the three 
proofs which have so far been omitted. 

C. Proof of Theorem 

The result (3.1) which we wish to prove can be 
rewritten as 

11[1 - e-(Htei(H'+H"lt]e-((H,/+H","lteiH",'Tfll -+ 0 
T .... ±ao (3.7) 

for all f in Je and uniformly in - 00 < t < 00. It is 
sufficient to prove this on any dense set and we 
accordingly consider those f with wavefunctions 

f(Xl' . " ,XN) = g'(X')g"(X")CP'(y')cp"(y")· 

Here X' and X" denote the centers of mass of the two 
clusters and g' and g" are Gaussians of the form 

g(x) = e-1(.,-O)1 (3.8) 

with a any vector. The functions cp' and cp" are arbi­
trary 1:2 functions of the internal coordinates y' and 
y" of the clusters e' and e". 

The first st~p is to rewrite the operator in square 
brackets [ ... ] of Eq. (3.7) as the integral of its 
derivative: 

[ ... ] = i Lt
e-iHt'v"lIei(H'+H"ll' dt'. 

Using the fact that the norm of an integral is less than 
the integral of the norm, we find the following bound 
for the left-hand side of Eq. (3.7): 

11(3.7)11 <L: 11V"lIe'(H'+H")I'e-iH",'(t-Tle-iH","'l11 dt' 

= L: N(t', t, T) dt'. (3.9) 
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The well-known property of Gaussian wave packets 
that 

where 

l(e-lp"t/2fflg)(x)/2 = ,ui(t)e-IlCt )(",-al" 

= ,uig2(,u, x), 

,u(t) = (1 + t2/m2)-t, 

(3.10) 

(3.11) 

D. Proof of Corollary 

To prove the limit (3.2) we use the following three 
inequalities. Firstly, from the main theorem (3.1) it 
is clear that, given E > 0 and f in Je, we can find a 
T. such that 

together with the expansions (2.7) allow us to 
evaluate the time dependence of the center-of-mass for all ITI > T. and all I. If we now fix ITI > T. and 
part of the wavefunction in Eq. (3.9): IE ~a, then the usual proofll of the convergence of 

,Qa(t) shows that14 
/(eiCH'+H"lt'e-iH'aCt-rle-iH'a''l)(XI· .. xN)12 

= [,a'(t - T - t'),u"(t - t,)]i Ig'(,u', X')g"(,u", X") 

x 1>'(y', t', t - T)1>"(y", t', t)12, (3.12) 

where the functions 1>(y, I', t) are related to 1>(y) by 
the unitary transformation, 

1>'(., I', t) = eill't' e-ill'at1>(.) (3.13) 

and similarly 1>". 
Returning to Eq. (3.9), we note that V'·" is a finite 

sum of the potentials Vii which link the two clusters. 
By the triangle inequality it is sufficient to consider 
the contribution of each Vii separately. Using the 
result (3.12), we find fOT such a typical contribution 

N~i = (,u',u,,)iJ dX' dX" dy' dy" 

X I V;lXii)g'(,u', X')g"C,u", X")1>' 4/'12. 

To evaluate this integral we replace the variable X" 
by Xii' in which case (because Xi and Xi belong to 
different clusters) X" = X' + ~, where ~ is some 
linear combination of the remaining variables. The 
integration over X' (Le., the integration of the two 
Gaussians) can now be performed explicitly, giving 
an answer which is bounded by 

const (,u' + ,u")-i. 

The integration over Xii now gives a constant since 
Vii(x;;) is La, and those over y', y" give some other 
constant since IW II and IW'II are time-independent 
[Eq. (3.13)]. The result is therefore 

N 2(t', t, T) < const [,u',u"/C,u' + ,u,,)]i 

= const [2 + C -~:- tJ + C ~"tJri. 
Substitution of this bound into Eq. (3.9) and the 

simple change of variable from t' to t' - t shows that 
the norm (3.7) satisfies 

11(3.7)11 < constL: dt'[2 + C';, T) + (~,,)]-!. 
This bound is independent of t and tends to zero as 
T - ± 00. Q.E.D. 

(3.14) 

for sufficiently large positive I (and the same condition 
with,Q~ for large negative t). Similarly,IS 

lI[,Qa'(t),Qa"(t) - ,Q~,Q~']T~(T)fll < iE (3.15) 

for sufficiently large t. Combining these three in­
equalities and using the triangle inequality in the form 

lIa - dll < lIa - bll + lib - ell + lie - dll, 

we find that 

II[,Q~ - ,Q~,Q~']T~(T)fII < E 

for any ITI > T •• 

E. Proof of the Weak Convergence 
of exp (-iHIIIT) exp (iH'T) 

Q.E.D. 

If the clusters e' and e llt are different, then there 
is at least one particle contained in e' but not in e"l

, 

or vice versa. We assume the former possibility, and 
then label this particle as number 1 and the remaining 
particles of e' as 2, ... , n. 

We wish to prove that 

<eiH''',! , eiH''];) ~ 0 
I 2 T .... ±OO 

for any hand h in Je. Since it is sufficient to prove the 
result for any dense sets in Je, we consider wave­
functions of the form 

and 
h(xl' ... , XN) = ga(X')1>ly', x .. +l' ••• , XN), 

where gl and g2 are Gaussians of the form (3.8) and 
1>1 and 1>a are arbitrary La functions of the remaining 
N - 1 variables. Just as in Eq. (3.12), the T depend­
ence of these wavefunctions can be evaluated. Because 

14 One must check that T~fis in i>". This will be done directly. 
(See Footnote 15.) 

16 By setting T = 0 in the proof of the main theorem, one can see 
that the domains of nil and n,,'n,,· coincide. The latter domain is 
obviously invariant under T;' and so, therefore, is the former. This 
justifies Eqs. (3.14) and (3.15). (See Footnote 14.) 
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Xl is in C' but not in C III
, the results are 

1 (eiH"''fl)(Xl , ... , xN)1 = gl(Xl) 1 CPl(X2, ... , XN, 7")1 

and 

1 (eiH''f2)(Xl , .. " xN)1 

= P,!(7")g2(#, X') ICP2(Y', ... ,xN, 7")1, 

where #(7") and g2(P, X') are the same as in Eqs. (3.10) 
and (3.11) and CPl(', 7") and cpk, 7") are related by uni­
tary transformations to CPlO and CP2(') [cf. Eq. (3.13)]. 
We note that 

JOURNAL OF MATHEMATICAL PHYSICS 

whence 

1 (em -, 11, eiH''f2)1 < #1(7") f gl(Xl) dXl 

X f1cpl(- .. ,7")cpk . ',7")1 dX2' .. dXN' 

By the Schwartz inequality, this is 

Since Ilcplll and IIcp211 are independent of 7", this tends 
to zero as 7" -+ ± 00. Q.E.D. 
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Two complete sets of differential-integral equations are derived for the dissipation functions of an 
inhomogeneous finite slab which scatters anisotropically. The first set is for the case of monodirectional 
illumination of the upper boundary, and the second is for the monodirectional illumination of the lower 
boundary. Conservation equations link the reflection, transmission, and dissipation functions. 

THE dissipation function is important to the study 
of scattering problems. Equations are derived for 

the dissipation functions of an inhomogeneous 
finite slab with anisotropic scattering. This paper 
may be of interest to those engaged in research in 
radiative transfer, neutron transport, and mathemat­
ical physics. 

1. INTRODUCTION 

In earlier studiesl - 3 we have shown the importance 
of the dissipation function in various analytical 

• This research is sponsored by the U.S. Air Force under 
Project RAND-Contract No. F44620-67-C-0045-monitored by 
the Directorate of Operational Requirements and Development 
Plans, Deputy Chief of Staff, Research and Development, Hq. 
USAF. Views or conclusions contained in this paper should not be 
interpreted as representing the official opinion or policy of the 
U.S. Air Force. 

I R. E. Bellman, K. L. Cooke, R. E. Kalaba, and O. M. Wing, 
"EJtistence and Uniqueness Theorems in Invariant Imbedding-I: 
Conservation Principles," The RAND Corporation, RM-3611-
ARPA, May 1963. 

I R. E. Bellman, H. H. Kagiwada, R. E. Kalaba, and M. C. 
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Processes (American Elsevier Publishing Company, Inc., New 
York, 1964). 

studies of transport in a rod. Further, in our most 
recent study' we derived, by means of the particle­
counting procedure, an equation for the dissipation 
function of a homogeneous slab with isotropic 
scattering, and wrote the conservation relation that 
relates the reflection, transmission, and dissipation 
functions. 

Here, with the aid of the invariant imbedding 
technique, we derive a complete set of integro-differ­
ential equations for the dissipation functions of an 
inhomogeneous finite slab with anisotropic scat­
tering, using the equation of transfer and taking into 
account the polarity of the optical properties of the 
medium. Furthermore, we obtain the conservation 
relation for the reflection, transmission, and dissipa­
tion functions. 

8 R. E. Bellman, R. E. Kalaba, and O. M. Wing, Proc. Nat!. 
Acad. Sci. 46, 1258 (1960). 

, R. E. Bellman, H. H. Kagiwada, R. E. Kalaba, and S. Ueno, 
"The Invariant Imbedding Equations for the Dissipation Function 
of a Homogeneous Finite Slab," Quart. App!. Math. (to be 
published). 



                                                                                                                                    

CLUSTER PROPERTIES IN SCATTERING 2137 

Xl is in C' but not in C III
, the results are 

1 (eiH"''fl)(Xl , ... , xN)1 = gl(Xl) 1 CPl(X2, ... , XN, 7")1 

and 

1 (eiH''f2)(Xl , .. " xN)1 

= P,!(7")g2(#, X') ICP2(Y', ... ,xN, 7")1, 

where #(7") and g2(P, X') are the same as in Eqs. (3.10) 
and (3.11) and CPl(', 7") and cpk, 7") are related by uni­
tary transformations to CPlO and CP2(') [cf. Eq. (3.13)]. 
We note that 

JOURNAL OF MATHEMATICAL PHYSICS 

whence 

1 (em -, 11, eiH''f2)1 < #1(7") f gl(Xl) dXl 

X f1cpl(- .. ,7")cpk . ',7")1 dX2' .. dXN' 

By the Schwartz inequality, this is 

Since Ilcplll and IIcp211 are independent of 7", this tends 
to zero as 7" -+ ± 00. Q.E.D. 

VOLUME 8, NUMBER 10 OCTOBER 1967 

Invariant Imbedding Equations for the Dissipation Functions of 
an Inhomogeneous Finite Slab with Anisotropic Scattering* 

R. BELLMAN, H. KAmwADA, R. KALABA, AND S. UENO 
The RAND Corporation, Santa Monica, California 

(Received 30 March 1967) 

Two complete sets of differential-integral equations are derived for the dissipation functions of an 
inhomogeneous finite slab which scatters anisotropically. The first set is for the case of monodirectional 
illumination of the upper boundary, and the second is for the monodirectional illumination of the lower 
boundary. Conservation equations link the reflection, transmission, and dissipation functions. 

THE dissipation function is important to the study 
of scattering problems. Equations are derived for 

the dissipation functions of an inhomogeneous 
finite slab with anisotropic scattering. This paper 
may be of interest to those engaged in research in 
radiative transfer, neutron transport, and mathemat­
ical physics. 

1. INTRODUCTION 

In earlier studiesl - 3 we have shown the importance 
of the dissipation function in various analytical 

• This research is sponsored by the U.S. Air Force under 
Project RAND-Contract No. F44620-67-C-0045-monitored by 
the Directorate of Operational Requirements and Development 
Plans, Deputy Chief of Staff, Research and Development, Hq. 
USAF. Views or conclusions contained in this paper should not be 
interpreted as representing the official opinion or policy of the 
U.S. Air Force. 

I R. E. Bellman, K. L. Cooke, R. E. Kalaba, and O. M. Wing, 
"EJtistence and Uniqueness Theorems in Invariant Imbedding-I: 
Conservation Principles," The RAND Corporation, RM-3611-
ARPA, May 1963. 

I R. E. Bellman, H. H. Kagiwada, R. E. Kalaba, and M. C. 
Prestrud, Invariant Imbedding and Time-dependent Transport 
Processes (American Elsevier Publishing Company, Inc., New 
York, 1964). 

studies of transport in a rod. Further, in our most 
recent study' we derived, by means of the particle­
counting procedure, an equation for the dissipation 
function of a homogeneous slab with isotropic 
scattering, and wrote the conservation relation that 
relates the reflection, transmission, and dissipation 
functions. 

Here, with the aid of the invariant imbedding 
technique, we derive a complete set of integro-differ­
ential equations for the dissipation functions of an 
inhomogeneous finite slab with anisotropic scat­
tering, using the equation of transfer and taking into 
account the polarity of the optical properties of the 
medium. Furthermore, we obtain the conservation 
relation for the reflection, transmission, and dissipa­
tion functions. 
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2. MONODIRECTIONAL ILLUMINATION 
OF THE UPPER BOUNDARY 

2.1. Equation of Transfer 

Consider a plane-parallel, inhomogeneous, and 
anisotropically scattering atmosphere of finite optical 
thickness (Tl - TO). Suppose that parallel rays of 
constant net flux 7T per unit area normal to the direc­
tion of the propagation are falling on the upper surface 
T = TO in the direction (- f-lo, rpo), where f-lo (0 < 
f-lo:5: 1) is the cosine of the polar angle measured 
from the inward directed normal and the parameter 
rpo is the azimuth angle (0:5: rpo :5: 27T). Directions 
are measured with respect to the upward normal. 

We shall use the notation leT, +f-l, rp) (0 < f-l :5: 1, 
o :5: rp :5: 27T) to denote an upwelling intensity, and 
I(T, -f-l, rp) (0 < f-l :5: 1,0:5: rp :5: 27T) to denote a 
downwelling intensity at level T. In this case, the polar 
angle is measured from the upward-directed vertical 
at the upper boundary. We shall also write 1+(T, 0.) = 
I(T, +f-l, rp) and L(T, 0.) = leT, -f-l, rp). 

The equation of transfer appropriate to the non­
classical radiation field takes the form 

f-l[dl(T,n)/dT] = I(T, 0.) - J(T, 0.), (1) 

where 0. stands for (f-l, rp)( -1:5: f-l:5: 1,0:5: rp:5: 27T), 
and J represents the source function 

J(T, 0.) = A(T)fY(T, 0., Q')/(T, 0.') dQ', (2) 
47T 

where dO.' = df-l' drp' and the integration intervals for 
f-l' and rp' are (-1, +1) and (0, 27T), respectively. 
In Eq. (2), A represents the albedo for single scattering 
and I' is the phase function normalized to 47T on the 
unit sphere. The nonclassical radiation field consists 
of the diffuse radiation field and the reduced incident 
radiation. 

Equation (1) should be solved subject to the 
boundary conditions 

L( TO, 0.) = 7TtJ{J-l - f-lo)b( rp - rpo), (3) 

1+(T1> 0.) = o. (4) 

2.2. Scattering and Transmission Functions 

On extending the invariant imbedding procedure 
given in preceding papersS•6 to the case of anisotropic 
scattering, and writing 

l+h, 0.) = (S/4f-l)(TO' T1 ; 0., 0.0), (5) 

L(Tl, 0.) = (T/4f-l)(TO' T1; 0.,0.0) 

+ 7TlJ{J-l- f-lo)b(rp - rpo)e-<t1-tO)!", (6) 
6 R. E. Bellman and R. E. KaJaba, Proc. Nat!. Acad. Sci. 42, 629 

(1956). 
• S. Ueno, Astrophys. J. 132,729 (1960). 

where no stands for (f-lo, rpo) (0 < f-lo :5: 1, 0 :5: rpo :5: 
27T), the invariant imbedding equations for the scatter­
ing and transmission functions take the forms 

- + - S(TO' Tl; 0., 0.0) - - (TO, Tl; 0., 0.0) (1 1) oS 
f-l f-lo OTO 

= Ah){Y(TO, 0., -0.0) 

+ J...f S(TO,T1; 0., Q')Y(TO, 0.', -0.0) d~' 
47T - f-l 

+ J... r Y(TO' 0., Q")S(TO, T]; 0.", 0.0) d~" 
47T J+ f-l 

+ _1_ f fS(TO, Tl; 0., Q')Y(TO, 0.', 0.") 
167T2 _ + 

(7) 

and 

1 oT 
- T(TO, Tl; 0., 0.0) - - (TO' Tl; 0., 0.0) 
f-lo OTO 

= A(TO){Y(TO, -0., _Qo)e-<t1-tO)/" 

+ J... f T(To, T1; 0., Q')Y(TO' 0.', -0.0) d~' 
47T - f-l 

+ 1.- e-<r1-ro)/"i "(T 0. Q")S(T T· 0." n) dO." 
4 r 0" 0' l' , 0 " 

7T + f-l 

+ ~ f r T(TO' T1; 0., Q')Y(TO' 0.', 0.") 
167T - J+ 

(8) 

where -0. (or -no) stands for (-f-l, rp) (or -f-lo, rpo), 
and subscripts + and - on the integrals indicate 
that the integration in the half-range is over positive 
or negative values of f-l' only in the phase function. In 
other words, the integration intervals for f-l' and rp' 
are (0, + 1) and (0, 27T), respectively, irrespective of 
the sign of the subscript. Equations (7) and (8) should 
be solved subject to the boundary conditions 

[S(TO' Tl; 0., 00)]r
O
=r1= 0, 

[T(TO' Tl; 0., 00)]r
O
=r1= o. 

The principle of reciprocity provides us with 

(9) 

S(TO' T1; 0., no) = S(TO, T1; 00, 0.), (10) 

T(TO, T1; 0., no) = T(T1, TO; 00, 0.), (11) 

where T(T1, TO; no, 0.) is the transmission function 
conjugate to T( To, T1; 0., 00) when the lower boundary 
T1 is illuminated monodirectionally. Equation (7) 
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agrees with that given by Goldstein. 7 In the isotropic 
case, Eq. (7) reduces to that given by Busbridge.8 

Furthermore, in the homogeneous medium the 
scattering and transmission functions reduce to those 
given by Chandrasekhar.9 

2.3. Invariant Imbedding Equations for the 
Absorption Function 

We define the absorption function L in the following 
manner. Let 

L(7'o, '7'1, 00) = [the probability of ultimate absorption of a 
Po photon with direction -Do which is incident 

on the upper boundary TO of the atmosphere 
of optical thickness (7'1 - 7'0), where -Do 
stands for ( - flo, !Po)]. 

In other words, TTL represents the rate of production 
of truly absorbed photons in a cylinder of unit base 
area extending from '7' = '7'0 to '7' = 7'1' the input having 
direction (-Po. Po) and the net incident flux being 7T. 
The quantity TTL corresponds to the total flux of 
absorbed radiation. 

In a manner similar to the principle of invariance 
approach for diffuse reflection and transmission by 
a homogeneous slab (cf. Chandrasekhar9), we for­
mulate the principle of invariant imbedding with the 
aid of the absorption integral operator L. In this case 
we consider the balance of radiation flux in the layer 
between 7' and 7'1' 

The downward normal flux of radiation L(7', .Q), 
incident on the level 7', consists of the flux of upgoing 
radiation 1+(7', .Q) at any level 7', the flux of downgoing 
radiation L(7'l' .Q') through the bottom 7'1' and the 
flux of downgoing radiation absorbed by the atmos­
phere of optical thickness (7'1 - 7'). Subscripts + and 
- refer to upgoing and downgoing radiation, respec­
tively. Therefore, we have 

ff"{L(7', .QI) - 1+(7', n') - L(7'I, n')}p' dp' dp' 

= L,{L(T, O')}, (12) 

where the L, operator is defined by 

(13) 

for range (7'i.7'i)' where '7'05: '7'i < 7'1 5: 7'1' In Eq. 
(12) we have L(7', 7'1, .Q') for range (1', ~). 

On differentiating Eq. (12) with respect to 7', passing 
to the limit 7' = 7'0' and making use of boundary 

? J. W. Goldstein, Astrophys. J. 132.473 (1960). 
8 I. W. Busbridge, Astrophys. J. 133. 198 (1961). 
• S. Chandrasekhar, Radiative Transfer (Oxford University 

Press, London, 1950). 

conditions (3) and (4), we get 

(1 (21T{[dL('7" O/)J _ [d1+(7" O/)J }p' dp' dgl 
Jo Jo d7' 1=TO dT T='O 

= (1 f2tt{ oL( 7'0' 7'1 , 0 ') L( To, 0') 
Jo Jo 07'0 

+ L(To, 7'1' .Q,)[dL(7', (
/
)] } dp' dql. (14) 

d7' t=to 

On recalling Eqs. (1)-(6), we obtain (after some 
minor rearrangement of the terms) one of the desired 
equations: 

oL L 
- -(7'0.1'1> ( 0) + -(7'0.7'1> ( 0) 

07'0 Po 
A( 7'0)1 L( rv) ( A" A) d.Q' =-- 7'0>7'1'~~ Y7'o,U,-UO-, 

4TT - P 

+ A( TO) 1 L(7' 7' 0') d.Q' 
16 

2 0, 1, , 
7T - P 

x r y(7'o, 0', O")S(7'O' 7'1; 0", ( 0) dO." 
J+ p" 

+ 1 - A(7'o)Iy(1'O' .Q', -no) dn' 
47T 

1 i At A dO' A( 7'0) + - S('7'o, 7'1; ~lo > Uo) - - --2 
4TT + p' 167T 

xji y(7'O, 0', O")S(7'o,7'}; 0", 011) dO' d.Q/ 
+ #" , 

(15) 

where the lack of a subscript on an integral indicates 
that the integration is over the whole range of p' 
and p'. 

Similarly, consider another balance equation of 
radiation flux in the atmosphere between 7'0 and l' as 
below: The sum of the downward normal flux of 
radiation L(To, 0) incident on the upper boundary 
7'0 and the upward flux of the radiation 1+(7',0.) at 
any level l' results in the flux of the diffusely reflected 
radiation 1+(7'0,0), the flux of downward radiation 
L( 7', 0) incident on the surface 7', and the flux of the 
radiation that comes from the absorption of the 
radiation {/_( 7'0' Q) + 1+(7', Q)}, incident on the upper 
boundary and level 7', by the atmosphere of optical 
thickness (1' - 7'0)' Then 
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On differentiating Eq. (16) with respect to T, 

passing to the limit T 1 , and making use of boundary 
conditions (3) and (4), we have 

(1 (21T{[dI+ (T, 0.')] _ [dL (T, 0.')] }fl' dfl' dcp' 
Jo Jo dT T=T1 dT T=T1 

= (1 t1T{OL (TO, Tl' o.')L(Tu, 0.') 
Jo Jo OTI 

+ L(TO ,T1, o.,)[dI+(T, 0.')] } dfl' dcp'. (17) 
dT T=T1 

On using Eqs. (1)-(6), we find (after some rear­
rangement of the terms) another important equation: 

x - + - T(TO,Tl; 0.', 0.0)-, 
dO." 1 i dO.' 
It" 41T - It' 

(18) 

Equations (15) and (18) are the required invariant 
imbedding equations, together with bounoary con­
dition 

[L(To,T1' 0.0)]TO=T1 = O. (19) 

When no re-emission of interacting photons takes 
place (i.e., in the case of pure absorption with A = 0), 
Eq. (18) becomes 

L(To, TIt 0 0) = lto(1 - e-(TI-TO)/I'O). (20) 

The above equation is readily derived for the rate of 
production of absorbing photons from the equation 
of transfer. 

Furthermore, passing to the limit T = TO in Eq. 
(12) and using boundary conditions (3), (4), (5), and 
(6), we get 

£(TO, T1> no) + _1_ ( S(TO' Tl; 0.', 00) dO.' 
Ito 41Tlto J+ 

+ _1_ i T(TO' Tl; n', no) dn' + e-(T1-
T
O)/I'. = 1. 

41Tfto -
(21) 

This represents the principle of energy conservation 
for the standard diffuse reflection and transmission 
problem in an inhomogeneous medium. Probabilisti­
cally, given a photon incident in a given direction 
( - Ito, CPo) on the upper boundary, the sum of the 
probability of absorption in the finite atmosphere, 
the probability of diffuse reflection, the probability 
of diffuse transmission, and the probability of direct 
transmission results in unity. 

In the homogeneous medium with isotropic scat­
tering [i.e., A(T) = A, yeT, n, no) = 1, and TO = 0], 
Eqs. (15) and (18) reduce, respectively, to 

oL L 
;- (Tl' Ito) + - (Tl' Ito) 
UTI Ito 

1 t .' dlt') = (1 + 2Jo S(T1,It,PO)-;;: 

and 

oL ( ) {-T1/I'. 1 t ( , dlt'} 
OTI T1,ltO = e +"2Jo TT1;It,flo)-;;: 

A t dfl'} 
x {I - A + 2 Jo L( TIt It');; . 

(22) 

(23) 

In Eqs. (22) and (23), S(Tl; It, flo) and T(Tl; It, Ito) 
are, respectively, the Chandrasekhar scattering and 
transmission functions. 

Then, combining Eqs. (22) and (23), we obtain 

. " ." dlt' dlt" x {S(T1'1t ,Ito) - T(T1 ,1t ,Ito)} - --. (24) 
It' It" 

Furthermore, Eq. (20) becomes 

1 - e-T1/l'. + L(Tl' Ito) + _1_ f1
S( .' ) d ' - 2 Tl,lt,ltO It 

Ito flo 0 

+ --.!.. r T( Tl; It', Ito} dlt'. (25) 
2lto Jo 

Equations (23) and (25) coincide, respectively, with 
Eqs. (2) and (6) of Ref. 4. 
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3. MONODIRECTIONAL ILLUMINATION OF 
THE LOWER BOUNDARY 

3.1. Equation of Transfer 

Suppose that a parallel beam of radiation of con­
stant flux 17 per unit area normal to the direction of 
the propagation is incident on the lower boundary 
T = Tl of the atmosphere considered in the previous 
section at a fixed polar angle cos-1 flo (0 < flo ::;; 1) 
with respect to the upward normal at the bottom and 
at azimuth fPo (0 ::;; fPo ::;; 217). 

The equation of transfer appropriate to this case 
is given by Eq. (1), together with boundary conditions 

L(To, 0.) == 0, (26) 

1+( Tl, 0.) = 17~(fl - flo)~( fP - fPo). (27) 

3.2. Scattering and Transmission Functions 

In a manner similar to that given in Sec. 2.2, putting 

1+(TO' n) = (T/4fl)(Tl' TO; n, no) 
+ 17~(fl - flo)~( fP - fPo)e-(T1-Tol /1l0, (28) 

L(T1. n) = (S/4fl)(T1, TO; n, no), (29) 
the invariant imbedding equations for the S( T1. TO; 
0.,00) and T(T1' TO; n.Oo) functions take the forms 

- + - S(T1' TO; n, no) + -(Tl,TO; n, no) e 1) as 
flo aTl 

= ).( T1){Y( T1' - n, no) 

+ -.L r y( T1' n, n")sh, TO; n", no) d~" 
417J- fl 

+ -.L r S( T1 , TO; n, n')y( T1' n', no) d~' 
417J+ fl 

+ ~2 r r S(T} "TO; n, n')Y(T1' n', n") 
1617 J+ J-

(30) 

1 aT 
- T(T1' TO; n, no) + - (T1' TO; n, no) 
flo aT} 

= ).(T1){y(T1 , n, no)e-(T1-TOl/1l 

+ ~ r Th, TO; n, n')y(T1, n', no) d~' 
417 J+ p 

+ ~ e-h-TOl/1l r Y(T1' n, n")S(T1,To; n", no) 
417 J-

x dn" + ~ r r T(T1' TO; n, n')Y(Tl' n', n") 
fl" 1617 J+ J-

(31) 

together with boundary conditions 

[S(T1' TO; n, QO)]T
O

=T1 == 0, 

[T(T1' TO; 0., 00)]TO =T1 == O. 
(32) 

The principle of reciprocity is written in the forms 

S(T1' TO; n, no) = S(T1' TO; no, 0.), (33) 

T(T1' TO; 0., no) = T(TO' T1; 0.0 , 0.). , (34) 

Apart from matters of notation, Eqs. (30) and (31) 
reduce to those given by Yanovitskipo Furthermore, 
in the homogeneous case the scattering and the 
transmission functions reduce to those given by 
Chandrasekhar.9 

Let 

3.3. Invariant Imbedding Equations for the 
Absorption Function 

L(T1' TO' no) ----- = [the probability of ultimate absorption of 
flo photon with direction no which is incident 

on the lower boundary Tl of the atmosphere 
of optical thickness (T1 - To). where no 
stands for (Po, 9'0)}. 

In a manner similar to that used in a previous section, 
we shall formulate the principle of invariant im­
bedding with the aid of the absorption operator 
integral 1:* , defined by 

I::u±(n')} = L1f1tL(Ti,T;, n')f±(n')dfl' dfP', (35) 

for the range (T;, Ti ), where TO::;; T; < Ti::;; T1' 
Consider the balance equation of radiation flux in 

the atmospheric layer between T and T1 as follows: 
The sum of the downward normal flux of radiation 
L(T,Q) incident on the level T, and the upward flux 
of the external radiation 1+( T1 ,n) incident on the 
bottom, results in the flux of upward radiation/+(T, n) 
at level T, the flux of the diffusely reflected radiation 
L( T1, 0.) at the bottom, and the flux of the radiation 
that comes from the absorption of radiation 

{L(T,Q) + 1+(T1o n)}, 
incident on the level T and on the bottom T1' by the 
atmosphere of optical thickness (Tl - T). Then 

L1

f"{L(T, n') + 1+(Tl' n') 

- 1+(T, n') - L(T1' n')}fl' dfl' dfP' 

= I::{L(T, n') + 1+(Tl' n')}, (36) 

where L(Tt> Ti' 0.') = L(T1' T, 0.'). Equation (36) is 
similar in form to Eq. (16) for monodirectional 
illumination of the upper boundary. 

10 E. G. Yanovitskii. Russ. Astron. J. 38,912 (1961). 
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On differentiating Eq. (36) with respect to T, passing 
to the limit TO, and making use of boundary con· 
ditions (26) and (27), we have 

fl f2"{[dL (T, O')J - [~( T, (1)J }p,1 dp,' dq/ 
Jo Jo dT '='0 dT T=To 

= Llf"{;~ (Tl' TO, O')I+(Tl' 0') 

+ L(Tl,TO, (1)[dC(T, (1)J }dp,I dep'. (37) 
dT T=TO 

On recalling Eqs. (1), (2), and (26)-(29). from Eq. 
(37) we get 

oL 
- ;- (Tl' TO' 00) 

UTo 

= e-<'l-rol/I'o[l - A!~)I "(To, Of, 00) dO'J 

+ A!~) e-<Tl-'OI/I'0LL(Tl' TO, O'),,(TO, 0', 00) 

dO' A(TO) 1 fL( r\l) ( r" rVl) X -+ -2 Tl, TO,:l.1. l' TO, U, U 
P, 167T + + 

dO' dO" x T(Tl' TO; 0",00)-­
p,' p," 

- A(TO~ I [ 1'(TO' 0', O")T(Tl' TO; 0", 00) dO' 
167T J+ 

x - + - T(Tl,TO; 0,00)-. dO" 1 f ' dO' 
p," 47T + p,' 

(38) 

Similarly, consider another balance equation of 
radiation flux in the atmosphere between TO and T as 
follows: The upward normal flux of radiation 1+( T, 0) 
at the level T results in the flux of transmitted radiation 
at the upper boundary 1+(To, 0), the flux of downward 
radiation L(T, 0) at the level T, and the flux of 
radiation that comes from the absorption of radiation 
I_(T~ 0) by the atmosphere between TO and T. There· 
fore, we have 

I: f"{l+(T, 0') - 1+(To, 0') - L(T, O')}p,' dp,' dep' 

= C:{I+(T, a')}, (39) 
where L(Ti, Ti' 0') = L(T, TO' 0'). 

On differentiating Eq. (39) with respect to T, passing 
to the limit Tl, and making use of boundary condi­
tions (26) and (27), we obtain 

[1 tl"{[~ (T, OI)J _ [dL (T, ( 1
)] }p" dp,' dep' 

Jo Jo dT f='1 dT '='1 

= fl f2"{OL (Tl,TO, O')I+(Tl' 0') Jo Jo 071 

+ L(T1> TO, O')[~ (T, O')J } dp,' dep'. (40) 
dT '='1 

On making use ofEqs. (1), (2), and (26)-(29), from 
Eq. (40) we get 

oLe O)+L(Tl,TO.Oo) 
!:l Tl' TO, "'''''0 
UTI P,o 

= A( TJ [ L( Tl , TO, 0'),,( Tl' 0', 00) dO' 
47T J+ p,' 

+ A(Tl~ [ fL(TlJ TO, O')1'(TlJ 0', OU) 
167T J+ -

dO' dO" 
X S(Tl' TO; Q", 00) - -

p,' p," 

+ 1 - A~~) I,,(Tl' 0', 00) dO' 

+ 1.. 1S(T 7:' 0' 0) dO' _ A(Tl) 
4 1, 0, , "'''''0 , 16 2 7T- P, 7T 

Ii ( rt.1 rt.,,)S( £"'\11 0) dO' dO" x l' Tl, U , U Tl' TO; U , """0 • _ p," 

(41) 

In this case a complete set of the invariant im­
bedding equations consists of Eqs. (38) and (41), 
together with boundary condition 

[L(Tlt TO, 00)]'0='1 = O. (42) 

In the case of pure absorption, from Eq. (38) we 
have Eq. (20). 

Furthermore, passing to the limit T = Tl in Eq. 
(39) and using boundary conditions (28) and (29). 
we obtain the principle of energy conservation: 

L(Tl,To, 00) + -1-1 S(Tl,TO; 0, 00) dO 
P,o 47TP,O -

+ -41 f T(Tl' TO; 0, ( 0) dO + e-('1-'O)/I'O == 1. 
7Tp,0 + 

(43) 
which is similar in form to Eq. (21). 

When A(T) = J., ,,(T, 0, 00) = 1, and TO = 0, Eqs. 
(38) and (41) become. respectively, Eqs. (23) and (22). 
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The Feyrun,an pat~-integral formulati<;>n is used to analyze the grand-partition function Z and the 
nobody ~reen s. function ~" or rathe.r therr cumulants (or c~nnected parts) 0" for a system governed by 
p-b~d>, Int~ractlOn potentials Vp. It IS ~hown that the functIOnal relationship expressing 0" in terms of 
Vp IS Invan~t under the transformation ex~hanging -(-)"'0", and v'" everywhere. Under the same 
transformation log Z undergoes a change of Sign. The content of these results is discussed in conclusion. 

INTRODUCTION 

THERE have been many attempts in the past1•2 to 
formulate statistical mechanics in such a way as to 

replace the potentials appearing in a perturbation 
theory by more physical or "observable" quantities 
such as densities or Green's functions. These efforts 
toward "renormalized" theories were motivated 
either by the search for more convergent expansions 
or by the necessity of new, "anomalous" solutions. 
We would like to show that there actually exists an 
extremely simple duality relationship between poten­
tials and Green's functions for quantum systems. 
More precisely, we are going to show3 that the func­
tional forms (as given, e.g., by perturbation theory) 
for the grand-partition function Z and the successive 
nobody Green's functions G .. in terms of the original 
p-body potentials vI> governing the system remain 
essentially invariant, if, within phase factors, we 
exchange everywhere Vm and Gm (or rather the cumu­
lant or "connected" part of Gm). In the end, we 
comment upon some related results of classical 
statistical mechanics, and discuss the meaning and 
content of these dual relationships. 

The relationships obtained are entirely formal in 
the sense that no attempt is made to discuss the con-

• Supported in part by the U.S. Air Force under grant No. AFE 
OAR 63-51 and monitored by the European Office of Aerospace 
Research. 

1 J. Yvon, Act. Sci. Ind. 203 (1935). to quote the earliest attempt 
known to the authors, where the one-body potential is eliminated in 
favor of the "observable" one-body density. yielding, in particular, 
the so-called virial expansion. 

S See, for example, the review article of C. Bloch. Studies in Statisti­
cal Mechanics (North-Holland Publishing Company. Amsterdam, 
1965), Vol. 3, p. 1. 

• A perturbation expansion approach to this result viewed in the 
framework of field theory together with comments on possible 
applications to "bootstrap" theory of interaction is being published 
elsewhere; F. Englert and C. De Dominicis, Nuovo Cimento (to be 
published). 

ditions of existence for the initial, intermediate, or 
final steps of the proof. 

I. DEFINITIONS 

To begin with, consider a system of identical 
particles governed by the Hamiltonian 

/i(cf)t, cf») = f vl(1, 1')cf)t (1)cf)(1') d1 d1' 

+ (21
!)2 f v2(12, 1'2')cf)t (1)cf)t (2) 

X cf)(1')cf)(2') d1 d2 d1' d2' + .. " (1) 

wherevariablejstands for position Xi (or momentum 
k i ) and internal degrees of freedom, where VI is the 
kinetic part minus the chemical potential, V2 a two-body 
interaction potential, etc. 

Those potentials may also be time-dependent, or 
rather "temperature"-dependent, for the purpose of 
application to equilibrium statistical mechanics. In 
that case, the variable j also includes' a "temperature" 
variable ul varying in the interval (0, p = (kT)-I), 
where T is the temperature, or the Fourier conjugate 
of Ui' w; taking the values 2ni7T/p for a bose system 
where n; is any integer. The quantity defined by the 
right-hand side of Eq. (1) is, in that case, p times the 
Hamiltonian. It is more convenient to use dimen­
sionless variables by introducing 0 < UI < 1 and 
Wi = 2nJi7T, and by always working with the combi­
nations v = pv instead of V. cf)t and cf) are creation 
and annihilation operators properly normalized. In 
the following, we consider only bose systems to avoid 
signs and we stick to the momentum-"energy" 
variables to have discrete summations. 

• Section 20 of Ref. 2 discusses the pseudoperiodicity conditions 
imposed on many-"time" potentials. 

2143 
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II. FEYNMAN PATH-INTEGRAL 
FORMULATION 

The equilibrium statistical mechanics of such a 
system5 is contained in the "action" 

S(4lt ,4l) = ! i5;.i'w j4l t(j)4l(j') - H(4lt , 4l). (2) 
i,i' 

For reasons of symmetry and more generality, we 
write the action in the form 

S (4lt 4l) = - '" _1_ v (I .. , P' l' '" q') 
'" k , , 7J.q' " p.q. 

X 4lt{l) ... 4lt(p) X 4l(I') .. . 4l(q'), 

the summation being over the momentum-"energy" 
variables k;, Wi' and over the subscripts p, q charac­
terizing now the various "potentials" v 1M' Here we 
have incorporated the Wi term of Eq. (2) in the 
one-body part of the action 

vl,l(j, j') = (3V1(j, j') + w;i5w · 

Also, we now have introduced anomalous potentials 
v2>.q (q:;f: p) such as, for example, source or sink 
potentials VO•1 , vl,O' 

As is well known,s the grand-partition function is 
given by the functional integral 

Z(v) =f II dfP(j) dfP*(j) exp {S,,(fP*, fP)} 
; (27T) . 

= f D(fP*, fP) exp {S,,(fP*, fP)}, (3) 

where the integration is over the c-number variables 
fPCi) and fP*(j), that is, variables indexed by k i , Wi' 
The domain of integration is the whole space for the 
real and imaginary part of each fP{j). Likewise, the 
average T product of any number of operators 
("'thermal" Green's function) is given in Fourier 
transform by the dimensionless functional integral 
form 
Gn •m(1,2· .. n; 1',2' ... m') 

= ztV) f D(fP*, fP)fP{I)' .. fP(n)fP*(I')' .. fP*(m') 

X exp {S,,(fP*, cp)}, (4) 

or in functional differential form, by 

Gn •m(1,2 ., n; 1',2' ... m') 

= _1 IT [- _i5_J IT [- 15 J X Z{v}. 
Z(v) 1=1 i5VO.1(j) i'=l' i5v1.0(j') 

(5) 

5 See, for example, N. N. Bogoliubovand D. V. Shirkov,lntroduc­
tion to the Theory of Quantized Fields (Interscience Publishers, Inc., 
New York, 1959), and J. S. Bell in The Many-Body Problem, E. 
Caianiello, Ed. (Academic Press, Inc., New York, 1962), for its 
quantum statistical mechanics aspect. 

That is, the quantity p = es·/Z can be thought of 
as a density matrix in a functional phase space, the 
observables (the average value of which are calculated 
with the weight p) being products of fP, fP* corre­
sponding to T products of operators 4l, 4lt. To em­
phasize the functional dependence of Gn,m upon 
v7J,q [whether in its closed form as in the right-hand 
side of Eq. (4) or in its perturbation expansion form 
in terms of Feynman diagrams], we write 

Gn,m{l, 2, ... n; 1',2', ... m') 

= .'Tn,m{l, ... n; 1', ... m' I v2>,q}' 

III. DUAL RELATIONSIDPS 

Let us consider now the generating functional 
3(1]*,1]), defined by 

3(1]*,1]) = I D(fP*, fP) 

X exp {s,,(cp*, fP) + it (1](l)fP*(I) + 1]*(l)fP{1»} , 

(6) 

and expand 3(1]*, 1]) in powers of 1], 1]*. According 
to the definition (4), we have 

[ 

<0 (')2>+(/ 
3(1]*,1]) = Z(v) ! _l - G2>.aC1 ... p; l' ... q') 

7J=o,(/=op! q! 

X 1]*(1) .. '1]*(p)1](l') .. '1](q') J 
If we introduce the cumulants Gn•m , defined by 

Gn •m(l, 2, ... n; 1',2', ... m') 

= IT [- _15_. J IT [- 15 ., J log Z{v}, (7) 
i=1 i5v6,l{]) ;'=1' i5v1,o{] ) 

that is, the "connected" parts of G n,m' we have 

3(1]*,1]) = Z(v) exp { ! (i~2>+~ Gp •q{l ... p; l' ... q') 
.2>,~ p. q. 

P +(/ ,,",0 

X 1]*(1)' . '1]*(P)1]{1') .. '1](q,)}. (8) 

Again, to exhibit the functional dependence of {In,m 

upon the "potentials" vP'(/' we write 

{J (1 2 ... n' l' 2' '" m') 
n.m " '" 

=$ {1"'n'I""m'lv } •. m' fJ.q' 

where i n,m may be thought as the sum of all con­
nected Feynman diagrams with m incoming and n 
outgoing external lines, constructed with vertices 
-v7J,ll and propagator [Vl,l]-l. 
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TABLE I. Correspondence between original and dual systems. 

Potentials 
Grand partition function 
Cumulants 

Original system 

Vp,fl 

Z{v".} 
G", .. (l ... n; l' ... m') 

Dual system 

- !i)"+<Gpq 

Z{ _(i)PHG" •• } = Z-l{V".} 
_O)n+"v" ... (1 ... n; l' ... m') 

= i ..... {l ... n; 1'··· m' I up,,} = .7n •m{l ... n, 1'·· . m' 1-(i)"+oG" .• } 

A. Dual Relationships for Z 

We now integrate both sides of Eq. (8) over all 
variables 1]*, 1]. The left-hand side, as given by Eq. 
(6), yields a product of <5 functions in q;*, q; for each 
corresponding variable in 1]*, 1] space. Hence, after 
integrations over q;*, q;, we obtain an exponential 
with null argument. We thus have 

1 = Z{ v :II.Il} • Z{ - (i):II-H7G :II,Ol}' (9) 

where Z{ - (i):P-H7G:/I,q} is the grand-partition function 
where the potentials v:/I,q occurring in the "action" are 
replaced by the cumulants G:II ,Il multiplied by - (i):II-H7. 

B. Dual ReJationships for Gn,m 

We integrate both sides of Eq. (8) over 1],1]* after 
multiplication by 

exp ( -i f (1](1)q;:(1) + 1]*(1)q;0(l))). 

We obtain 

exp {S,,(q;: , q;o)} = Z(v) I D(1]*, 1]) 

X exp {S'/1]*, 1/) - it (1](1)q;:(l) + 1]*(1)q;0(1»}, 

where S{} is obtained from S" by substituting 
- (i)1I+(lG:/I,q for v M' 

Again, expansion of the right-hand side in powers 
of q;: ' q;o gives 

exp {S,,(q;o, q;:)} = Z{vM}Z{ _(i)ll+1l O':ll.q} 

X [! (-)ll+<l _1_ (1](1) •. '1](p)1]*(I') •. '1]*(q'»(J 
M p!q! . 

x q;(l/) .•• q;(qjq;*(l) ... q;*(P) J. 
where 
<1](l) ••• 1/(n)1]*(r) ••• 1]*(m'»{} 

= .'1' ... m{l··· n; 1'··· m' 1-(i)Il-H7G:/I,q} 

is the Green's function in a dual system where the 
potentials v:II.(,f are replaced by -(i):P-H7O':/l.ll' Using Eq. 
(9) and the definitions of the cumulants, we obtain 

-(i)n+mv ... m{l .•• n; 1'· .. m') 

= :F ... m{1· .. n; 1'· .. m' 1-(i)1I+IlO'f>.Il}' (10) 
Thus, in this dual system, the cumulants [that is, in 
perturbation theory, the sum of all connected dia-

grams constructed with vertices (i):II-H7G:/I,q' propagator 
[Gl.1]-l and having m incoming, n outgoing lines] 
are, within a phase factor, numerically equal to the 
original potentials V".m' We have the correspondence.6 

See Table I. 
C. Alternate Form 

Suppose, for simplicity, the system to be "normal," 
that is 

G ... m = 0, n r!' m. 
Call 

G".n = G ... 
We also have 

G1 = (J1 

diagonal in k, OJ space, and we recall that the un­
perturbed propagator in the original system is 

G(O) = [v ]-1 
1 - 1.1 • 

Define the "correlation functions" C .. by 

0',,(1,'" n; 1','" n') 

= [Gt(l) ... G1(n)G1(I') ... GI (n')1 

X C,,(l ... n; l' , .. n'). (11) 

By changing variables of integration in Eq. (8) from 
1](j) to ii(j) with 

1/(j) = ii(j)[G1(j)]-t, 

we obtain the duality relationship in the form 

log Z{[GiO)r1
; v • .} = + ! log G1(j) 

i 

- log Z{[Gl rl; -( - )nc .. }. (12) 

In the original system, we had 

propagator: GiO) == [V1.1]-1 , 

vertices: -Vn == -v .. ,,,, n> 1. 

In the dual system, we have 
propagator: G1 == [CI]-I, 

vertices: (- )ncn , n> 1, 

(13) 

(14) 

• Results of Table I remain valid if the factors (i)1'+. or (i)";'''' are 
suppressed everywhere (this immediately follows from the structure 
of the diagram expansions, fot' example), In that form. however. the 
propagator has an opposite sign. 

Results of Ref. 3 for field theory are recovered by the substitutions 
+00 

{J-+i and ! 
"J==- co 

where co is the usual energy variable. 

-+ f+oo dco. 
-00 211' 
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and we have the correspondence (n ~ 1): 
en = sum of all distinct Feynman diagrams with their 

2n external lines removed, built with propagator 
Gl°) , vertices -v'IJ ,p > 1; (15) 

-(- )nvn = sum of all distinct Feynman diagrams 
with their 2n external lines removed, 
built with propagator G1 , and vertices 
(-)'IJC'IJ'P> 1. (16) 

D. Dual Equations of Motion 

The hierarchy of equations of motion for the 
original system can be viewed as expressing that, by 
partial integration, one has 

fD(g;*ep) ~exp(S,,) = 0, (17) 
~ep(]) 

f D(g;* ep)g;(l) -~- exp (Sl1) 
bg;(l') 

= -bu ' f D(ep* g;) exp (S,,); (18) 

Likewise, dual equations of motion follow by partial 
integration of the integrand exp (S(J) upon 1J*(j) or 
1J(j). However, they are equations which couple each 
"correlation function" Cn to all higher-order Cn+" 
with r = 0, 1,2, .... 

IV. EXTENSIONS AND tn~CUSSION 

The procedure used here for a quantum system 
could also be applied to the functional integral form 
of spin, Ising or classical systems.7 The results would 
be slightly more complicated, because the unperturbed 
part of the effective "action" is in those cases non-
linear in the field variables (g;*, g;). • 

It is interesting to notice that in the case of classical 
systems, whether or not at equilibrium, one has the 
following "dual" relationships8: 

II (1 2 ... n) = ~ p! fD (1 2 , .. p) 
rn , , £., ( )1 'IJ" 

;P2:n p - n . 
X den + 1) den + 2) ... dp, (19) 

Dn<1, 2," 'n) 

1 ~(-)'IJf = I' £., -, Pn+il, 2, ... , n + p) 
n. 'IJ=o p. 

X den + 1) den + 2) ... den + p). (20) 
Here each variable j stands for position andmo men­
tum, p(I, 2, ... n) is the average n-point distribution 

7 See, for example, S. F. Edwards, Phil. Mag. 4, 1171 (l959) for 
classical systems; B. Miihlschlegel and H. Zittartz, Z. Physik 175, 
553 (1963) for Ising systems. 

8 J. Yvon, Les correlations et I'entropie en mecanique statistique 
c1assique (Cie Dunod, Paris, 1966). Equations (19) and (20) of the 
text are his equations (4) and (5), Chap. 2, Sec. 2. 

function, and D(l, 2, ... n) is the density in phase 
space of a system of n particles. Equation (19) is a 
definition of Pn in terms of D'IJ; Eq. (20) is the result 
of inverting Eq. (19) to obtain D", in terms of p'IJ' 
J. Yvon9 has also written relationships nearly identical 
to (19) and (20) for quantum statistical mechanics. 
Clearly, Eqs. (19) and (20) contain only the combi­
natorics of statistical mechanics. In contradistinction, 
the dual relationships established in Sec. III are also 
containing quantum dynamics through the starting 
form of the "action" and, in particular, the linearity 
in the fields g;*, ep of its unperturbed part. 

From the point of view of "renormalization," the 
dual formulation of quantum statistical mechanics is 
not very satisfactory for at least two reasons. First, 
the conjugate variables Vn and Cn are not on an equal 
footing. For example, a system having V2 '#: 0, 
v2+" = 0, r > 0, has, in general, all its Cn's nonvanish­
ing. If the potentials v'" are indeed the "natural" 
variables of 10gZ, the correlation functions Cn are 
usually understood as "natural" variables for the 
entropy, that is, for the quantity 

F(oo) = log Z{v} + I [[Gl°)(j)]-l + wjJG1U) 
i 

00 1 
+ Tr! -2 v'IJG'IJ' (21) 

'IJ=2 (p!) 
Here the trace is over v'IJ and G'IJ considered as matrices 
with one index 1,2, ... ,p and the other 1',2', ... p'. 

Using Eqs. (12) and (16), the entropy can then be 
written as a functional of the C;p's alone: 

F(oo){C1 ••• en ... } = I [log G1U) + WPIU)] 
j 

+ Tr [~ _1_ v {C ... C .• ·}G ] 
£., (p ')2 'IJ 1 n 'IJ 'IJ=1 . 

- log Z{[G1rl; -( - )ncn}, (22) 
where v'IJ{Cl ••• C;p" .} is given by Eq. (16), 
There is actually a considerable amount of cancella­
tion between the last two terms of Eq. (22). The 
functional log Z contains all connected diagrams, 
whereas F( 00) will turn out to contain only a much 
restricted class of diagrams (irreducible diagrams and 
"ladders"). The analysis of these cancellations together 
with the introduction of new independent "observables" 
conjugate to Vn is the object of a separate paper.10 
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Potential scattering is formulated in terms of an integral equation on the group space of 0 3 , The 
potential need not be spherically symmetric except at large distances from the scattering center. 

1. INTRODUCTION 

I N particle physics, the physical assumptions are 
usually expressed either in group or in dispersion 

language. By establishing a correspondence between 
group space and momentum space, it is perhaps 
possible to relate these two approaches in an inter­
esting way. We have attempted to explore this idea by 
formulating the general scattering problem in terms 
of an integral equation on the space of the symmetry 
group. 

Here we present some results for potential scat­
tering. The method is not restricted to spherically 
symmetric potentials, although we work with Os. 
However, we do assume that space is isotropic far 
from the scatterer. 

2. INTEGRAL EQUATIONS IN 
MOMENTUM SPACE 

We consider the integral equations for the Green's 
function and the scattering amplitude: 

(E - ,a)g(p, p') - f Y(p - p")g(p", p') dp" 

= <5(p - p"), (2.1) 

f(p, p') = ](p, p') -f Y(p -"r)fZ", p? dp", (2.2) 
P - - lE 

where 

v(p - p') = (2~)Sf ei(p-p'lxV(x) dx (2.3a) 

= (-27T~-i(p, p'), (2.3b) 
and we have taken 2m = Ii = 1. 

Let us put z = E + iE and regard these equations 
as functions of the complex parameter z: 

(pS - z)g(p, p', z) + f y(p - p")g(p", p', z) dp" 

= -<5(p - p,,), (2.1') 

f(p, p', z) + f Y(p - p") (P"/ _ zf(p", p', z) dp" 

= I(p, p'). (2.2') 

g(p, p' ,z) and f(p, p' ,z) are regular everywhere in 
the complex z-plane with the exception of the real axis. 

The reason for proceeding in this way is to connect 
with a compact, rather than a noncompact, group. 

3. GROUP SPACE 

We transform these equations into integral equations 
on the group space of Os by introducing the following 
correspondence between a point (p) in momentum 
space and a point (w) in group space: 

(i/21aw _ Po + ipa 
e - . 

Po - ipa 
(3.1) 

The components of p provide a stereo graphic co­
ordinate system for group space. In this coordinate 
system the group metricl is 

(3.2) 
where 

G = p~ (3.2a) 
p2 + p~ 

By Eq. (3.2) the group metric is determined by the 
free propagator. 

Alternatively one assigns a non-Euclidean metric to 
momentum space in a way which depends on the 
local propagator. With this metric momentum, space 
is the group space, and its volume is, of course, finite. 

The irreducible representations of the rotation 
group D;"n(P) satisfy the orthogonality relations 

Dmn P Dm'n' P g P = U Umm,Unn,U ;, . f ; ( ) -i' () t d SoH'So So AId (3 3) 

where 
d; = 2j + 1, 

gt = G3, 

and 0 is the volume of the group space 

o = !7T2p~. 

Let us introduce the orthonormal set 

DI'(p) = (d;/O)tD;"n(P), p. = (jmn). 

(3.3a) 

(3.3b) 

(3.3c) 

(3.4) 

We may first solve these equations for z real and Then, 

negative; the scattering solution may then be obtained fDiP)Dy(P) dT = <5I'Y dT = gt dp. (3.5) 
by continuation to the positive real axis, since 

• Work supported in part by the National Science Foundation. 1 R. Finkelstein, J. Math. Phys. 8, 443 (1967). 
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The ~ function on the group space is 

D(p - p') = ! Dip)Dip'). (3.6) 
/l 

This function is related to the usual ~ function on 
momentum space in the following way: 

~(p - p') = g!D(p - p') (3.7) 

= g!! Dip)Dip'). (3.7a) 
/l 

4. INTEGRAL EQUATIONS ON 
GROUP SPACE 

Let us now put z = - P~, where Po is real, into Eqs. 
(2.1') and (2.2'), since we are going to obtain solu­
tion for z real and negative. 

At the same time, we introduce the new (amputated) 
functions 

G(p, p') = G-2(p/Po)g(p, p')G-2(p' /Po), 

F(p, p') = G-1(p/Po)f(p, p')G-1(p'/po)' 
Then, 

G(p, p') - (2172p~)-J F(p, p")G(p", p') dT" 

(4.1) 

(4.2) 

= -D(p - p')/p~, (4.3) 

F(p, p') - (2172p~-lI Fep, p")F(p", p') d:" 
= F(p, p'). (4.4) 

The amputated Green's function and scattering 
amplitude satisfy integral equations which differ only 
in the inhomogeneous term. 

It is now natural to expand the two point functions 
on the group space in terms of the irreducible repre­
sentations: 

F(p, p') = ! Dip)e/l.D.(p'), 

F(p, p') = ! Dip)c/l.D.(p'), 

G(p, p') = ! Dip)Y/l.D.(p'), 

and, of course, 
D(p, p') =! Dip)Dip'). 

/l 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

Substituting in the integral equations, one obtains 
the algebraic equations 

Yp. - (2172p~)-1! 8/l).Y).' = -~/l.!P~' (4.9) 
). 

(2 2 2)-1 '" 0 0 Cp• - 17 Po "'- cp).c).. = cp., 
). . 

with the solutions 

and 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

Therefore, the Green's function and scattering 
amplitude are given explicitly by continuation of the 
following expressions: 

-G(p, p') = \! Dip)[[l - (2172p~)-13]-1]/l.D.cp'), 
PoP.' 

(4.14) 

F(p, p') = ! Dip)[3[1 - (2172p~)-13r1]/l.D.(p'). 
~ ~1~ 

If the matrix CO happens to be diagonal, these results 
are particularly simple, but in any case, one has a 
formal solution of the scattering problem. It follows 
from (4.13) that 

p~G(p, p') + (2172p~r1F(p, p') = -! D/p)D/p') 
= _~(p _ p')G-3(p), 

(4.16) 
or 
(p~ + p~g(p, p')(p~ + p,2) + (2172)-lf(p, p') 

= _~(p _ p')(P2 + p~). (4.17) 

In particular, if p ~ p', 

-2172g(p, p') = (p~ + p2)-lf(p, p')(p~ + p,2)-1. 
(4.17a) 

5. BOUND STATES 

The condition for bound states is 

<I>(p) = - -2 F(p, p')<I>(p') dT', 1 IO 
217 E 

(5.1) 

where 
<I>(p) = G-2(p/Po)<I>(p), 

and cp(p) is the probability amplitude in momentum 
space. Putting 

<I>(p) = ! V/lDip), (5.2) 
we obtain 

! (e/l). + 2172E~/l).)V). = O. (5.3) 
). 

The condition for an eigensolution is 

IC/l' + 2172E~/l.1 = 0, (5.4) 

which, of course, is the condition that C becomes 
singular or that the inversion of (4.9) and (4.10) is not 
possible. 

If 3 happens to be diagonal, then 

(5.5a) 
or 

(5.5b) 

where N labels the bound state. That is, when Po 
corresponds to a bound state, the following condition 
is satisfied: 

e(N, Po) - 217~~ = O. (5.5c) 

6. DISCUSSION OF THE MATRIX ~ 

In order to investigate this method, it is necessary 
to learn something about C, which determines the 
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representation of the Born approximation 
group space. We have, by inverting (4.5), 

where 

cpy = f f pep, p')D"(p)Dy(p') dT dT', 

F(p, p') = -217'2G-1(p/PO)G-l(p'/PO)V(p - p') 

on the 

(6.1) 

= -217'2G-1(p/PO)G-l(p'/PO) f ei(p-p'lxV(x) dx. 

(6.2) 
Therefore, 

where 

~py = _217'2f dx Vex) f dTG-1(p)eiPxD,.(p) 

x f dT'G-1(p')e-iP'xDy(p') 

= _217'2 f dx V(x)'P,.(x)'Yy(x), 

'Y ,,(x) = f e-ipXG-1(p)D,.(p) dT 

= f e-ipXG2(p)D,.(p) dp. 

(6.3) 

(6.4a) 

(6.4b) 

The G2(p/Po)D,.(p/po) are known to be eigensolutions 
of the Coulomb problem in the momentum repre­
sentation,! provided that p~ = - E, where E belongs 
to the Balmer spectrum. They are, however, not 
eigenfunctions of the angular momentum. The 'Y,.(x) 
are therefore eigenfunctions of the Coulomb problem 
in configuration space under the same restrictions. 
They are, of course, not eigenfunctions of the angular 
momentum either. 

According to (6.3), the matrix c is obtained by 
calculating matrix elements of the arbitrary potential 
Vex) with respect to the basis 'Y ,,(x)-which we shall 
call the Coulomb basis, even when Po is not determined 
by the Balmer formula. 

Another way to characterize the functions 'Y:"n is as 
follows: 

e-ipX _ 
-- = I'Y,.(x)D,,(p). (6.5) 
G(p/po) p 

It is important to notice that these functions are 
not orthonormal, and therefore, 

(g~pl =;f: (217'2)2 f 'P,.(x) [V(X)]2'Y leX) dx. 

In fact, 

(
0 2) "" 0 0 
C pl = k. C"aCal 

a 

= (217'2)2 I (f'P"V'YadX)(f'PaV'YldX) 

= (217'2)2f f dx dx'V(x)V(x')'P,.(x)'Yix') 

x (~'YaCX)'Pa(X'»)' (6.6) 

where 

But 

I DaCp)DaCp') = ~(p - p')G-3
, 

a 

and therefore, 

~'YaCx)'PaCx') = f dpeiP(x'-xlG(p) 

= 217'2p~G(X' - x), (6.7) 
where 

G(x) = - e'Px dp o 1 f 1 . 
217'2 p~ + p2 

= - --- e'Px dp 1 f 1 . 
217'2 p2 - E ' 

(6.8) 

which is, after continuation, the usual Green's function 
of the free particle. It follows from (6.6) that 

(t2)pl = (217'2)3p~ ff'P,.(x)V(X)G(X - x') 

x V(x')'Y ix') dx dx' 
and the complete perturbation expansion of the 
amputated amplitude follows from (4.12), 

c = t[1 + (217'2p~rlg + ... ], 
and therefore is 

F(p,p') = I D,.(p) {f'Pix>[(-217'2)V(X) + (_217'2)2 

X I V(X)G(X - x')V(x') dx' + .. ·J'YiX) dX}DiP') 

= G-1(p)G-1(P'>{< _217'2) I ei(p-p'lx Vex) dx 

+ (-217'2)2IIei (p-p'lX 

X V(x)G(x - x')V(x') dx dx' + ... } 

by Eq. (6.5). The scattering amplitude itself is 
o 000 

f(p, p') = (plf + fGf + .. 'Ip'), (6.9) 

which is a more familiar form of the solution to the 
Lippmann-Schwinger equation. 

7. CASIMIR POTENTIALS 

The simplest potentials in the present approach lead 
to matrices c (and therefore c) which are diagonal and 
will be called diagonal potentials. In addition, let the 
diagonal entries depend only on j and not on m and n; 
that is, the potential is a Casimir operator with respect 
to the group and will be called a Casimir potential. 
Then, 

cpy = c(N) ~py, 

)lpy = )I(N)~py. 

(7.1) 

(7.2) 
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The Coulomb potential is the simplest such example, 
but all Casimir potentials may be treated in the same 
way as we now show. We now have 

F(p, p') = 1. ! Nc(N)D!nn(p)lJ!n .. (p'), n lmn 

where N = d; = 2j + 1 by (3.4). Then, 

F(P, P') =.! f Nc(N)X(N)(pp,-I) 
nN=1 

1 0() 

= - ! Nc(N)XN(cp), (7.3) 
nN=1 

where 

x(N)(cp) = si~ Ncp 
sm cp 

is the character, and 

sin2 H = G(p)(P - P')2G(p')lp~· 

(7.4) 

(7.5) 

The connection between momentum space and group 
space is made explicit in (7.5). 

or 

For the Green's function, we have similarly 

G(P, P') =.! f Ny(N)X(N)(cp). (7.6) 
nN=O 

8. COULOMB POTENTIAL 

In this case, we know1 

(8.1) 

(8.2) 

Then 
. NJ. N N 

N N(J.) N sm 'f' x+ - x_ 
ftX'f'=ft--= 

sin cp 2i sin cp 
and 

d 
H(ft, cp, a) = ft - SCp, cp, a), (8.10) 

dft 
where 

1 0() XN_XN 
Sf" J. a) - "" + - (8.11) 

\/"", 'f" - 2i sin cp f N - a 

We choose an integral representation of the sum as 
follows: 

0() xN 
0() 11 ! -- = ! xN yN-a-l dy 

1 N-a 1 0 

II -a-I xy d = y -- y, 
o 1 - xy 

and 

SCp, cp, a) = ft L\-a[1 - 2fty cos cp + ft2y2]-1 dy. 

(8.12) 
Therefore, 

H(ft, cp, a) = ft - ftY Y d 11 -ad 
dft 0 1 - 2fty cos cp + ft2y2 

= ft dyy -a-l - ftY II d 

o dft 1 - 2ft cos cp + ft2y2 

= ft dyy-a -- ftY • 11 d 

o d(ftY) 1 - 2ft cos cp + Cpy)2 

(8.13) 
Similarly, 

dH = fldyy-a_d_Cpy)_d_ ftY . 
dft Jo dCpy) dCpy) 1 - 2ft cos cp + ft2y2 

Then, 

o OJ) 

cpv = cUpv, where 
o A 
c=­

N' 

(8.14) 

(8.3) From Eqs. (7.3) and (8.4), we have the scattering 
amplitude: 

cpv = cbpv , 

ypv = ybpv , 

and 

A 
C=--, 

N- a 
where 

N 
y=--, 

N-a 
where 

A = e27r2po, 

a = e2/2po. 

To evaluate F(p, p') and G(p, p'), consider 

HCp, cp, a) = i NXN(cp)ftN 
N=1 N - a 

d 0() XN(cp)ftN 
=ft- ! . 

dft N=1 N - a 
Let 

(8.4) 

(8.5) 

(8.6) 

(8.7) 

(8.8) 

(8.9) 

F(p, p') = A ! --.!i..- ~(cp) 
n N-a 

A 
= n H(l, cp, a). 

(8.15) 

(8.16) 

The corresponding expression for the Green's function 
follows from (7.6) and (8.5): 

1 N2 

-G(p, p') = -'I.! -- XN(cp) (8.17) 
npo N - a 

= ~ (~ H(ft, cp, a») . (8.18) 
npo dft p=1 

Therefore, 

F( ') _ A f1d -a ~ ( Y ) 
p, P - n Jo yy dy 1 - 2y cos cp + y2' 

(8.19) 
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-G(p, p') = - dyy-ll - Y - Y 1 il d d 
Op~ 0 dy dy 

X ( 1 ) (8.20) 
1 - 2y cos cp + y2 . 

This representation of the Coulomb Green's function 
has been given by Schwinger.2 

9. GENERAL CASIMIR POTENTIAL 

The general diagonal potential may be expressed in 
terms of the Coulomb potential by introducing the 
Stieltjes transform: 

e(N) = roo C(A.) dA., (9.1) 
Jo N + A 

where 

C(A) == i. [e(Aeilr) - e(Ae-i
")] (9.1a) 

27T 

is the discontinuity of e(A) on the negative real axis. 
Then, by (7.3) and (9.1), 

F(p, p') = 1. roo dACCA) I ~ xN(cp) 
o Jo N=1 N + A 
1 roo = 0 Jo dAC(A)H(1, cp, -A) 

== - dAC(A) dyl' - y 1 iOO iI 
d ( ) o 0 0 dy 1-2ycoscp + y2 

or 

F(P,p')=.!.fle(y)~( y 2)dY, (9.2) o 0 dy 1 - 2y cos cp + y 
where 

e(y)/y = LOOC(A)y).-1 dA (9.2a) 

is the Mellin transform. 
Starting from (7.6), we similarly obtain, 

G(p,p') = ~Lly(y) :A1 _ 2y c~s cp + yz)dY, (9.3) 

where y(y) is the Mellin transform of 

10. WATSON TRANSFORM 

We again start with 
1 00 

F(p, p') = - 2 Ne(N)xN(cp)pN. o 1 

(9.3a) 

(10.1) 

Since Nand XN (cfo) both vanish at N = 0, the sum may 

Let us next make a Watson-Sommerfeld trans­
formation by choosing a contour which includes the 
entire real axis. Then, 

F(p, p') == + 1. A( -p)~e(A)x().)( cp) dA. (10.2) 
2,0 j sm 7TA 

When the contour is opened up, one obtains poles 
from only e(A). Then, in the usual way, 

F(p, p') = _ + rL+too AC(A)(:-p).l.x)'(CP) dA 
2,0 JL-iOO sm 7TA 

+ !!. ~ rkak( -. pr'Xa1:(cp) , 
k (10.3) o k sm 7Tak 

where the sum is over the poles of e(A) and 'k is the 
residue at ak • 

In the Coulomb case, we have, by Eq. (8.4), 

F(p, p') = -' A - X dA 
'A LL+iOO ~(»)'.l. 

20 L-ioo (A - a) sin d 

+ ~ [7T~( - )a]x<aJ, (10.4) 
:OJ'; SIn 7Ta 

and 

G(p, p') = - .!.(dH) , (10.5) o dp p=1 

where H(P) is by Eq. (8.8) the same as Eq. (10.1) and 
therefore, also the same as Eq. (10.3) with 

e(N)=~. 
N-a 

Therefore, 

H(p) = - ~ (L+iOO _A_ (-p»).X().) dA 
2, JL-iOO A - a 

+ 7Ta ( )a (al -.-- -p X , 
sm 7Ta 

1 LL+iOO elri
).A2x().) 

G(p, p') = -.- dA 
2,0 L-ioo A - a 

2 

+ 7Ta wia (al -.--e X • 
sm 7Ta 

(10.6) 

(10.7) 

11. CONTINUATION TO POSITIVE ENERGY 

To obtain the physical limit, we continue from 
z = -p~ to z == s + iE, where s is the scattering 
energy. Then, 

G(p/PO)-1 = 1 + p2/p~ == 1 _ p2/Z• 

After continuation to the scattering region, we have 

be extended to include N = 0, unless e(N) becomes 
correspondingly infinite. We consider only those Then, 
potentials for which e(N) does not increase so fast. 

G-1 ""'" 1 _ _ s_ """'!! . 
s + iE S 

sin2 P' ""'" _ ! (p - p,)2G(p)G(p'), 

(11.1) 

• 1. Schwinger, 1. Math. Phys. S, 1606 (1964). 2 S 
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where G(p) and G(p') both stand for s/i€. Then also 

2 
cos c/> ......., - G(p)G(p')(p - p'l, 

s 

sin c/> ......., 2i G(p)G(p')(p _ p')2, 
S 

eit/>......., 0, 

e-it/> ......., 2 cos c/>. 
Now let 

= ~ G(p)G(p')(p - p')2. (11.2) 
S 

The character then goes to the following limit: 

). eil.t/> - e-il.t/> ),-1 

X (c/» = it/> -it/>"""" x, (11.3) 
e - e 

and (10.3) gives us 

aF(p, p') = ~ rL-t-iro AC(A)\ -f-l»).x .. -
I 

dA 
2 ]L-iro sm 1TA 

r a (_u)akxak-I + 1T L k k • r- (11.4) 
k sm 1Tak 

As we approach the physical limit, x ~ 00 and 
the integral goes as XL-I. 

Now assume that there are no poles of C(A) to the 
left of the imaginary axis (the situation for the 
Coulomb potential). Then the terms in the sum do 
not vanish faster than X-I. On the other hand, since 
L < 0, the integral disappears in the physical limit 
and the exact solution is simply 

F( ') _ ..!!.... ~ r~i -f-ltkxak 
p,p - k. . ax k sm 1Tak 

(11.5) 

In the Coulomb case, 

c(i.) = ~, f-l = 1. 
A-a 

Then there is just a single pole at a, and therefore, 

F(p, p') = 1T Aa( ~ l)-ax-a-I (11.6a) 
a sm 1Ta 

which in the limit is the same as 

F( ') A 1Ta -lTia Ca) p, p = - - -.--ex, 
Q sm 1Ta 

where X(a) is the character, and 

A = e21T2po, 

a = e2/2po, 

n = 1T2pgj4. 

(11.6b) 

This expression for the scattering amplitude agrees 
with that found by Okubo and Feldman.s 

a S. Okubo and D. Feldman, Phys. Rev. 117,292 (1960). 

It is remarkable that this simple expression is the 
exact solution of the Coulomb problem. To express it 
in a more familiar form, return to the variable x and 
use (11.2). Then, 

, _ _ e2 [_ 4(p - p')2J-a 
f(p, p ) - ( ')2 p-p S 

X r(1 - a)r(1 + a)[G(p)G(p'W, (11.7) 

e2 
• 

a=-I. 
2p 

The dependence on t = - (p - p')2 is correct. 
However, the factor [G(p)G(p')]a becomes ooa as one 
goes onto the energy shell. This feature of the result 
stems from the infinite range of the Coulomb potential 
and requires a renormalization which distinguishes 
between the assumed asymptotic plane waves and the 
actual asymptotic states which are distorted plane 
waves. This point has been discussed by several 
authors.4 In the Appendix, it is shown that in the 
physical limit 

[G(p)G(p,)]a~ [ 1 J\_I)1+a. (11.8) 
r(1 - a) 

One then gets the usual result for the complete 
amplitude: 

, e2
( t )-Ci/2)(e'lk) rU - (ie2/2k)] 

f(p, p) = t - 4s rU + (ie2/2k)]' (11.9) 

In the general case of a Casimir amplitude, one finds 
from Eq. (11.5) and (11.8) 

f(p, p') = .! L rk(- !)ak 
r(1 + ak). (11.10) 

t k S r(1 - ak ) 

This general result may be described as a super­
position of Coulomb-like amplitudes. It is not the 
same as the amplitude produced by a superposition of 
Coulomb potentials, which, of course, would still be a 
Coulomb potential and would still be described by 
only a single pole. 

12. REGGE POLES 

The basis functions appearing in the expansion (10.1) 
are the characters of the rotation group and are 
related to the Tschebyscheff polynomials as follows: 
U2j(x) = XN = (sin Nc/>/sin c/», where x = cos c/>. In 
the Coulomb bound state problem, these basis 
functions are labeled by the principal quantum 
number. Therefore, we have an expansion in partial 
waves which are Tschebyscheff instead of Legendre 
functions and these are labeled by the principal in­
stead of the angular momentum quantum number. 
The operator corresponding to the principal quantum 
number may be expressed in terms of the Runge-Lenz 

'See, for example, W. Ford, Phys. Rev. 133, 1616 (1964). 
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vector. In the general non-Coulombic case, this vector 
is not conserved, but it may still be used to define the 
partial waves of Eq. (10.1). That is, of course, analo­
gous to using an expansion in angular momentum 
states when the potential is not spherically symmetric. 

We have made a Watson-Sommerfeld transfor­
mation of the character expansion instead of the 
Legendre expansion, and have thereby obtained a 
representation of Casimir scattering amplitudes as a 
sum over poles in the N plane, instead of the L plane. 

According to Regge, the Watson-Sommerfeld 
transformation of the Legendre series for a Yukawian 
amplitude leads to the result that the scattering 
amplitude at large, unphysical (tIs) approaches the sum 

{J ( t )~. f(p,p') = L-. _k_ --2 ' 
k sm mXk S 

(12.1) 

where the ('J.k are poles of the partial waves of the 
Legendre expansion when continued into the complex 
L plane. The corresponding transformation of the 
character series for Casimir amplitudes leads to the 
exact representation, valid at all physical tIs: 

r (tJa
• l(p, p ) = L _._k - ak - - , 

" sm 7Tak s 
(12.2) 

where the ak are the poles of the partial waves of the 
character expansion when continued into the complex 
N plane. It follows that the amplitudes produced by 
Yukawian potentials behave at large tIs like Casimir 
amplitudes insofar as they may be represented by Eqs. 
(12.1) and (12.2). Of course, the ak trajectories are not 
the same as the ('J.k (Regge) trajectories, although they 
both give the bound states (for positive integral L 
and N, respectively). Finally, the Yukawian matrix 
does in fact approach diagonal form at large sfft. 

13. REMARKS 

(a) This last result suggests that an approximate 
method based on the smallness of the off-diagonal 
elements might be useful. 

(b) The general method indicated here can be 
applied to potentials which are not isotropic, and 
avoids the non-separability problem of the Schrodinger 

8 

I 
ro 

complex pi plane 

A 

, 
k+ie 

FIG. 1. Contour used in integration. 

equation. In particular, it appears natural to investi­
gate multipole potentials since they are simply 
derivatives of the Coulomb potential and simpler in 
the context of the rotation group than Yukawians 
(and also less singular than r-n). 

(c) The general potential corresponding to the 
matrix B is not local. Although all local potentials may 
be represented in this way, it would be interesting to 
know how locality limits c. 

APPENDIX 

We are interested in the limit of 
L(p,p') = [G(p)G(p')]a 

as we go onto the energy shell. As already remarked, 
L(p,p') blows up if taken between states of precisely 
defined momentum, but these are not correct 
asymptotic states if the potential has infinite range. 
Therefore, we assume initial and final wave packets 
w{p - k) and calculate the following amplitude: 

L(k) =II L(p, p')w(p - k)w(p' - k) dp dp'. 

Then, L(k) = /(k)2, where 

J(k) = I[G(PWW{P - k) dp. 

To calculate this, choose wave packets of the following 
form: 
wip - k) = r5{0 - 0 0) 

exp (i (p ~k») _ exp (_ i (p ~ k») 
x --~~----~------~------~ 

27Ti{p - k - ie) 

This packet has a spread ~ and, as ~ ~ 0, becomes a 
r5 function. We have explicitly (after angular integra­
tions) 

J
<Xl dp'[ei(ll'-k)/A - e-i (ll'-k)/A] 

J(k) = . 
o (27Ti)(p' + k)-a(p' - k - ie)l-a 

We evaluate this integral by utilizing the contour shown 
in Fig. 1. 

In the limit ~ ~ 0, only the contribution from the 
cut A is significant. The path B gives a part which goes 
to zero like ~. We find that 

J(k) = (it (2k~)a = i
a 

a. 
r(1 - a)i r(1 - a)i 

We renormalize by dropping the infinite phase factor 
(a). Then we find that 

as claimed. 

L(k) = ( 1 )2( _ly+a, 
r(1 - a) 

A more careful discussion of this question will be 
found in a forthcoming paper by one of the authors 
(D. L.). 
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A Necessary Restriction on Correlation Functions Arising from 3- ( or More) Particle 
Systems in One Dimension 

H. R. POST 
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A necessary condition on any pair-correlation function, arising from the symmetry of a system of 
three or more identical particles, is derived. 

THE purpose of this paper is to point out a necessary 
restriction on the pair-correlation function corre­

sponding to a three- (or more) particle system. 
By a pair-correlation function, we mean that func­

tion C(~) which denotes the probability of encountering 
any two particles at a distance ~ from each other (we 
consider here a one-dimensional laboratory space). 
This is the pair-correlation function we are forced to 
use if the system under consideration consists of identi­
cal bosons or fermions (i.e., particles without individu­
ality), and is the function we may choose to use if 
we are interested in the distance between any two par­
ticles, regardless of identity, even in the case of dis­
tinguishable particles. 

We are concerned here with a system of a finite 
number of particles N ~ 3 distributed over the space 
-00 ~ X ~ +00. 

L+oooo C(~) d~ = (N - l)N 

is the normalizing condition. 

C(~) = C(-~) 
and 

C(~) ~ 0 everywhere. 

We now establish a further condition: 

i2a f+oo 
a em d~ ~ i 0 em d~ for all a. 

The proof is as follows. 

Consider any configuration of labeled particles I, 2, 
3, ... in the locations Xl' X2 , Xa , .... 

and 
~ = ~l = +(X2 - xa) = ~2 - ~a, 

~ = ~f = (X3 - x2) = ;~ - ~~ = -;1' 

Thus, we have a "Ritz spectrum" (a triplet in the 
positive region of ;) such that the location of any 
"line" (b function) is given by a ; value which is the 
sum or difference of the; values of the other two lines. 

A consequence of this relationship within the triplet 
is that at most two of the b functions may be in the 
interval a ~ ; ~ 2a, since, for any two b-function 
members of a Ritz triplet within the interval a ~ 
~ ~ 2a, there must be a third b-function member of 
the triplet outside that interval, either in the interval 
o ~ ~ ~ a or in the region 2a ~ ~. Thus,· for this 
Ritz spectrum's contribution Ra) to C(~) we have 

faR(~) d~ ~ i Loo R(~) d~ for all a. (1) 

Any C(~) function can be regarded as a superposi­
tion of such Ritz triplets. Now the relationship (1) is 
"inherited" in the sense that any superposition of 
R's again fulfills the condition (I). Hence, 

i 2a 

C(~) d~ ~ i Loo C(~) d~ for all a. Q.E.D. 

We had to choose the somewhat awkward integral 
condition (1), since the Ritz principle as such is not 
"inherited" in the sense that it does not hold in 
general for a superposition of "alien" triplets, and 
thus does not yield a necessary condition on the 
correlation function. This corresponds to a system of the following values: 

The restriction is significant for systems of particles 
~ = ~a = +(xl - x2), ~ = ~~ = (X2 - Xl) = -~3' whose interactions include short-range repulsion, and 
~ = ~2 = +(Xl - xa), ~ = ~~ = (xa - Xl) = -~2' for fermions in general. It holds afortiori for N> 3. 
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